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## Context

## -Mapreduce

$\checkmark$ a popular big data processing framework
$\checkmark$ its basic complex operations used extensively and expensively
$>$ join operations : $\mathrm{R}_{1}\left(X_{1}\right) \bowtie \mathrm{R}_{2}\left(X_{2}\right) \bowtie \ldots \bowtie \mathrm{Rn}_{\mathrm{n}}(\mathrm{Xn})$

## -Big join

$\checkmark$ an important operation for efficient data analysis\&query evaluation
$\checkmark$ NOT a straightforward implementation in Mapreduce
$\checkmark$ compiled to MapReduce job(s)
$\checkmark$ Join algorithms:Map-side join,Reduce-side join,Broadcast join,etc.
$>$ Too much unnecessary intermediate data generated in the map phase

## Problem: Intermediate data in Join



## Proposed Solution



## - Contributions:

(a) three approaches of the intersection filter that approximates the intersection of datasets;
(b) the feasibility of our approaches used in two-way joins
(c) the advantage of the intersection filter for important join cases
(d) The considerable efficiency of the intersection filter as compared with basic filters in join operations.

## Content

- Join algorithms in MapReduce
- Modeling Intersection Filter (I.F)
- Optimization of two-way join using I.F
- Advantage of I.F for important join cases
- Cost analysis and experimental evaluation


## Join Algorithms in MapReduce

- Reduce-side Join

The actual join happens on the Reduce side of the framework. The 'map' phase only pre-processes the tuples of the two datasets to organize them in terms of the join key.

- Map-side Join

It is carried out on Mapper nodes. Both the input datasets for each map task must be already partitioned and sorted by the same join key.

- Broadcast Join

Mappers load the small dataset into memory and calls the map function for joining each tuple from the bigger dataset

## Bloom Filter (BF)

$\checkmark$ Bloom filter [Burton Howard Bloom in 1970] is a space-efficient probabilistic data structure used to test membership in a set with a small rate of false positives (a false positive probability).
$\checkmark$ BF representing a static set $S=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ of $n$ elements consists of an array of $m$ bits and a group of $k$ independent hash functions $h_{1}, \ldots, h_{k}$ with the range of $\{1, \ldots, m\}$.


A Bloom Filter.

- False positive
$y$ is probably a member; (may be wrong)
- Find optimal at $k=(\ln 2) \mathrm{m} / \mathrm{h}, \mathrm{p}=1 / 2$ by
derivative of $f$


## Partitioned Bloom Filter (PBF)



## Content
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## Modeling Intersection Filter

- Three approaches to building the intersection filter


| 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $B F(S)$



| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$B F(R)$

$$
\begin{aligned}
& R \cap S=(R \cup S) \backslash(R \Delta S) \\
&=(R \cup S) \backslash((R \backslash S) \cup(S \backslash R)) \\
& B F(S) \quad B F(R)
\end{aligned}
$$

(1) A pair of Bloom filters

$$
B F(R \cap S)=B F(R) \cap B F(S) \text { with probability }(1-1 / m)^{k|R-R \cap S| . k|S-R \cap S|}
$$


(2) Unpartitioned BF Intersection

$m_{p}=4$ bits
(3) Partitioned BF Intersection

## The false intersection probability

THEOREM 1. A false intersection by a pair of Bloom filters is identified with one of probabilities

$$
f_{\cap \operatorname{pair}(R)}=\left(1-\left(1-\frac{1}{m_{1}}\right)^{k_{1}|R|}\right)^{k_{1}} \quad f_{\cap \text { pair }(S)}=\left(1-\left(1-\frac{1}{m_{2}}\right)^{k_{2}|S|}\right)^{k_{2}}
$$



THEOREM 2. A false intersection by intersecting unpartitioned filters is identified with probability $f_{\cap B F}=\left(1-\left(1-\frac{1}{m}\right)^{k|R|}\right)^{k}\left(1-\left(1-\frac{1}{m}\right)^{k|S|}\right)^{k}$

THEOREM 3. A false intersection by intersecting partitioned filters is identified with probability

$$
f_{\cap P B F}=\left(1-\left(1-\frac{k}{m}\right)^{|R|}\right)^{k}\left(1-\left(1-\frac{k}{m}\right)^{|S|}\right)^{k}
$$

$\qquad$

THEOREM 4. The false intersection probability of the unpartitioned filter intersection is less than the false intersection probability of the partitioned filter intersection $\quad f_{\cap B F}<f_{\cap \text { PBF }}$
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## Two-way join using Inter. Filter



## $\cdots \quad$ HDFS read/write

$\longrightarrow \quad$ Local write
$\cdots$ Remote communicaton
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## Advantage of I.F for important join cases

- Chain Join $R_{1}\left(x_{1}, x_{2}\right) \bowtie R_{2}\left(x_{2}, x_{3}\right) \bowtie R_{3}\left(x_{3}, x_{4}\right) \bowtie \ldots \bowtie R_{n}\left(x_{n}, x_{n+1}\right)$

Execution of a chain join using a cascade of intersection filter join $R_{2}, R_{3}, \ldots, R_{n}$ have been filtered


## Advantage of I.F for important join cases

## - I.F based optimization of a chain join

> Extended intersection filter (E.I.F)
includes an array of Bloom filters hashed on different join keys. Each tuple of a dataset may contain a few join keys linking to others. The tuple is eliminated if at least one of its join keys, $x_{i}$, is not a member of a component filter $B F_{i}$ of the extended filter.


## Advantage of I.F for important join cases

- Chain Join

Optimization of a chain join with extended intersection filters

NO redundant data
In intermediate join results


## Advantage of I.F for important join cases

## - Chain Join

Optimization of a chain join with extended intersection filters

Three-way join reduces the number of intermediate join jobs


## Advantage of I.F for important join cases

## - Star Join

Optimization of a star join with extended intersection filters

E.I.F reduces the number of intermediate join jobs to zero, NO redundant data.
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## Cost Analysis for Two-way Join

## - Cost model

The total cost of the join operation:

$$
C=C_{p r e}+C_{r e a d}+C_{s o r t}+C_{t r}+C_{w r i t e}
$$

where

$$
C_{\text {read }}=c_{r} \cdot|R|+c_{r} \cdot|S| ; C_{\text {write }}=c_{r} \cdot|O| ; C_{t r}=c_{t} \cdot|D|
$$

$$
C_{\text {sort }}=c_{\mid}|D| \cdot 2\left(\left[\log _{B}|D|-\log _{B}\left(m p_{1}+m p_{2}\right)\right]+\left[\log _{B}\left(m p_{1}+m p_{2}\right)\right]\right)[8]
$$

$$
C_{\text {pre }}=C_{\text {read }}+2 \cdot c_{t} \cdot m \cdot t+c_{t} \cdot m \cdot r \cdot t+a
$$

$a=c_{t} . m . r . t$ for the first approach, otherwise $a=0$

## Cost Analysis for Two-way Join

## - Cost comparison of approaches

The size of intermediate data with the false intersection probability is

$$
|D|=\left\{\begin{array}{l}
\begin{array}{l}
\partial_{S}|R|+f_{\cap \text { pair }(S)} \cdot\left(1-\partial_{S}\right)|R|+\partial_{R}|S|+f_{\cap \text { pair }(R)} .\left(1-\partial_{R}\right)|S| \\
\partial_{S}|R|+f_{\cap B F} \quad .\left(1-\partial_{S}\right)|R|+\partial_{R}|S|+f_{\cap B F} \quad .\left(1-\partial_{R}\right)|S| \\
\partial_{S}|R|+f_{\cap P B F} \quad .\left(1-\partial_{S}\right)|R|+\partial_{R}|S|+f_{\cap P B F} \\
|R|+ \\
\\
|R|+|S|
\end{array} \\
\quad \partial_{R}|S|+f_{\cap \text { pair }(R)} .\left(1-\partial_{R}\right)|S| \\
\text { where }  \tag{5}\\
\text { equation (1) for the pair of the filters (approach 1), } \\
\text { equation (2) for the unpartitioned intersection filter (approach 2), } \\
\text { equation (3) for the partitioned intersection filter (approach 3), } \\
\text { equation (4) for a filter BF(R), and } \\
\text { equation (5) in case without Bloom filter }
\end{array}\right.
$$

## Cost Analysis for Two-way Join

THEOREM 5. The join operation using the intersection filter is more efficient than using a basic Bloom filter because it produces less redundant and intermediate data than the latter. Additionally, we can drive comparing equation for |D|

$$
|D|_{1} \approx|D|_{2}<|D|_{3}<|D|_{4}<|D|_{5}
$$

where $|D|_{i}$ is the intermediate data size for equation $i^{\text {th }}(i=1 . .5)$.

THEOREM 6. The total cost of the join operation for our approaches is defined by

$$
C_{1} \approx C_{2}<C_{3}<C_{4}<C_{5}
$$

where $C_{i}$ is the total cost in case of equation $i^{\text {th }}(i=1 . .5)$.

THEOREM 7. The total cost to perform pre-processing step

$$
C_{p r e}=\left\{\begin{array}{l}
C_{r e a d}+2 \cdot c_{t} \cdot m \cdot t+2 \cdot c_{t} \cdot m \cdot r \cdot t, \text { in case of }(1) \\
C_{r e a d}+2 \cdot c_{t} \cdot m \cdot t+c_{t} \cdot m \cdot r \cdot t, \text { in case of (2),(3), (4) } \\
0 \text { in case of (5) }
\end{array}\right.
$$

## Conclusion

- Three approaches for building the intersection filter
- Their efficiency used in joins better than other solutions
- Their advantage for important join cases
- Although the intersection filter has false positives and an extra cost for the pre-processing step, its efficiency in space-saving and filtering often outweighs these drawbacks
- System will become inefficient if $t$ and $r$ is large or there is very little redundant data in the join operation.


## Future work

- Implementation of general multiway joins, especially a cascade of map-side joins.
- Recursive joins.
- A complete optimizer for choosing the best join implementation in MapReduce.
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