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Context

*Mapreduce

v" a popular big data processing framework
v its basic complex operations used extensively and expensively

> join operations : R1(X1) & R2(X2) ™ .... & Rn(Xn)

*Big join
v" an important operation for efficient data analysis&query evaluation
v NOT a straightforward implementation in Mapreduce
v compiled to MapReduce job(s)
v" Join algorithms:Map-side join,Reduce-side join,Broadcast join,etc.

» Too much unnecessary intermediate data generated in the
map phase



Problem: Intermediate data in Join

Pairs: (key, targeted record) Group by join key (001 -CNAM)}
Philippe ::001::5::9783 (001 X
Dominique: :661::3::9702 001, P :Philippe::001::5::9783 (001, (Philippe::001::...)
Baraa::661::3::9796 - 661, P :Dominique::661::3::97 [P :Pnhilippe::001::...], =PPhilippe,CN..|)
Cang::661::5::9789 661, P :Baraa::661::3::9796 [S :001::CNAM])
Laurent::333::4::9785 661, P :Cang::661::5::9789 . "

333, P :Laurent::333::4::9785

P: Person.dat (003, [S :003::Blaise PascaT )

(385 P—taurert=33-..]) Buffers records into two sets
> according to the table tag

+

001, S :001::CNAM

001::CNAM 20 . (003, ...) Cross-product
002::Cergy-Pontoise 002, S :002:: Cergy-Pontoise

003::Blaise Pascal ! 003, S :003:: Blaise Pascal

004::CanTho 004, S :004::CanTho

006::Paris Sud 11 006, S :006::Paris Sud 11

S: School.dat

J

Drawback: many tuples don’t actually participate in Join operation
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300,000,000, ... They significantly increase the costs :
_ _ Don't be wasting ... > 1/0 operations for intermediate results
P(.., SCh-Id) >4 S(SCh-Id, ) » Communication cost

Reduce-Side Join ‘y



Proposed Solution
PNS={001}

P {(001, Philippe) , (661, Barra), (333, Laurent)} m—>
=={(001, Philippe, CNAM)}
S {(001, CNAM), (002, Lyon 1), (003, BP)} w=p

PNS=(PuUS)\(PAS) The intersection filter

= Contributions:
(8

L .- —~ ---.----

ee approaches of the intersection fiiter that approximates the
rsectlon of datasets:

) th
inte
) the feasibility of our approaches used in two-way joins
) the advantage of the intersection filter for important join cases
)

(b
(c
(d) The considerable efflc:lency of the intersection filter as
compared with basic filters in join operations.



Content

= Join algorithms in MapReduce

= Modeling Intersection Filter (I.F)

= Optimization of two-way join using |.F

= Advantage of |.F for important join cases

= Cost analysis and experimental evaluation



Join Algorithms in MapReduce

The actual join happens on the Reduce side of the
framework. The ‘'map’ phase only pre-processes the
tuples of the two datasets to organize them in terms of
the join key.

It is carried out on Mapper nodes. Both the input
datasets for each map task must be already partitioned
and sorted by the same join key.

Mappers load the small dataset into memory and calls
the map function for joining each tuple from the bigger
dataset



Bloom Filter (BF)

v" Bloom filter [Burton Howard Bloom in 1970] is a space-efficient probabilistic
data structure used to test membership in a set with a small rate of false
positives (a false positive probability).

v BF representing a static set S = {e, e,, ..., e} of n elements consists of an
array of m bits and a group of k independent hash functions h,, ..., h, with the
range of {1, ..., m}.
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A Bloom Filter.

= No false negative

Z is definitely not a member.
= False positive

y is probably a member; (may be wrong)
» Find optimal at by
derivative of f



Partitioned Bloom Filter (PBF)

BF(S) «— X X Insert x:

- k hash functions encode k bit indices to set

h,O hx0O ... hO

] ] ]
K partitions of length m/k bits
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= Advantage of |.F for important join cases

= Cost analysis and experimental evaluation



Modeling Intersection Filter

» Three approaches to building the intersection filter

R Ry
A A
': ™ s ™\
Twlalo] Tyl [ RNS=(RUS)\(RAS)
2o o =(RUS)\((R\S)U(S\R))
oTtTiTof1ToT1To 1To o 1] Lilofifofulofufoft]t]o]o] BF(S) BF(R)
BF(S) BF(R)
(1) A pair of Bloom filters

BF(R N S) = BF(R) N BF(S) with probability (1-1/m)kIR-RASIkIS-RAS]

hi(x) ha(x) h3(x)
1Joft]o]1]o1Jo]1]1]o]0] BFR tfoftfol [tfoftfo] [1]1]ofo] Brm)
oftfrfoltloftfoftfofo[1] BRS) o f1frfo] [rjof1fo] [1]0]o]1] BFE)
lofoltfoftfoft of1]o ofo] BARNS) ofoftfo] [1lof1lo] [1]o]of0|BRRNS)
m,=4 bits
(2) Unpartitioned BF Intersection (3) Partitioned BF Intersection
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The false intersection probability

- \
THEOREM 1. A false intersection by a pair of Bloom filters is identified with one of probabilities
L 4R 4 1 b 2 —
F o pairr) = [1 - (1 - _j J f pair(s) = Ll_ (1— _j ] 77 = & ] 2] 1,
ml m2 ﬂJ\i.L\_;Dj'l!ﬂj_\;lﬂl_ lﬂ\ﬂta‘\m_\m
K BF(S) BF(R) j
~

THEOREM 2. A false intersection by intersecting unpartitioned filters is identified with probability
KIRI\K k| \
1 1 .
n%=@_@__j:]@f@__) ] S
m m
Lofofrfofrfeltlolr{ofofo] BRRNS)

THEOREM 3. A false intersection by intersecting partitioned filters is identified with probability

I

k k hifx) heinl it
k \R k! TS RN T e
_ LI ORI G o
foge =|1—|1—— 1-11—— g
m m GIOITT0] (T (ToTalalsrn s

g4 bits

-

THEOREM 4. The false intersection probability of the unpartitioned filter intersection is less
than the false intersection probability of the partitioned filter intersection fm g < fm PBE
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Two-way join using Inter. Filter

JobTracker
(1) Submitjob RS
. o (ad) (a4)Merge local BFsand
(2) a pre-processing job - Build the intersection BF
(b) a joining job ﬁ« BF(R U S) = BF(R) U BF(S)
| @3)Send BF |

' (55) Distribute the intersection BF
(al) Initialize map

&<§

(a2) Build local BF

B oy D,

HDEFES

J,.®~

e,
A4

e

— = HDFS read/write
— Local write
------ > Remote communicaton
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Advantage of |I.F for important join cases

= Chain Join Ry(xy, %) B Ry (X,, X5) B Ry(X5, X4) B .o DU RL(Xy Xpyaq.

Execution of a chain join using a

Reduce

cascade of intersection filter join p /D“{n
R,, Rs,..., R, have been filtered Map / BE(R, x,) E/\]
’r; ;’.a Rn
Riss
Reduce M_xg_
/ /\
"‘fﬂff‘/ BF(Rs.xs) o]
: R
Reduce [><1le72 R3
A 2
Map (L W /\ .......
74 BF(Ry.x,)
: R
R, R>



Advantage of |I.F for important join cases

* |.F based optimization of a chain join
» Extended intersection filter (E.I.F)

includes an array of Bloom filters hashed on different join keys. Each tuple
of a dataset may contain a few join keys linking to others. The tuple is
eliminated if at least one of its join keys, X, is not a member of a
component filter BF; of the extended filter.

t(xl’ X2 , X3 ., Xk . Xn) o] bF(RpX) a” t (XI) e BFI (i=1,..k)
S e BF(RZ.XZ A R3.X3) )
E ? |:;:;:;:;:;:;:;:;:;:;:;:;:;:;:1 BF(Rl.Xl) te E,I.F

Extended intersection filter (E.I.F)



Advantage of |I.F for important join cases

= Chain Join -

[ BF(Rllz,,_,n—]_‘Xn)

Optimization of \

a chain join with

R ) R
extended 2t "
InterseCtlon [;:;:;:;:;:;:;:;:;:;:;I:;:| BF(R X)
filters e

R1,2,3 P
| S 5 | BF R [ BF R
NO redundant data (Ry-xs) (Ry2%s)
In intermediate join results
: Ry, >y, R;
BF(Rz Xz)F””””””””””i“:l SREERERBREERE BF(Rl Xz)
R, R,



Advantage of |I.F for important join cases

= Chain Join

ot dx,
BE(Ry1 Xy 0 R Xe)
Optimization of a chain join with BF(R, nz.xnmzxnl]\
extended intersection filters o TR

Rin2345
D]
Three-way join T
reduces the number of |BRR4X5“R5|XE]
intermediate join jobs BF(Ry 2 3.Xa 0 Ra.¥l) \
IEERRERRRRRRRRe
7 l
Riaz R4 Rs
.I:M.Ig
/ \ BF(Ry.Xs 0 Rs.Xs)
[Coonnnnnnnnnnnny
BF{Hl;.L.Xg 2:X5) 1 \
-:1:1:1}1:1:1:1:1:1:1:1:1:1:|1:
R R, R3



Advantage of |I.F for important join cases

= Star Join i Q

Optimization of a star join with 6

extended intersection filters R, 9 %
R

Reduce

E.l.F reduces the number of intermediate join jobs to zero, NO redundant data.
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Cost Analysis for Two-way Join

The total cost of the join operation:

C= Cpre + Cread + Csort + Ctr + erite

where
Cread = C; - |IR| + ¢, . |S]; Cpite = C, . [O]; C; = ¢, . |D|

Csort = CIDI.2([logg|DI-logg(mp,+mp,)] + [logg(mp,+mp,)]) [8]
Coe =Creagt2.C,.m.t+c,.m.r.t+a

a=c,.m.r.tforthe first approach, otherwise a = 0
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Cost Analysis for Two-way Join

The size of intermediate data with the false intersection probability is

( OsIRI+ - paircsy (1 = BRI+ BRISI+ f 1 paicry (1 —GR)IS
OdR|+ [ o (1 —=0RI+RlS|+ [z (1 —03p)IS]
ORI+ [ o (1 = ORI+ OplS|+ [ pprr (1= 3R)IS]

. [RI+[S]
where

equation (1) for the pair of the filters (approach 1),

equation (2) for the unpartitioned intersection filter (approach 2),
equation (3) for the partitioned intersection filter (approach 3),
equation (4) for a filter BF(R), and

equation (5) in case without Bloom filter

(1)
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Cost Analysis for Two-way Join

T

EOREM 5. The join operation using the intersection filter is more efficient than using a b

~

asic

Bloom filter because it produces less redundant and intermediate data than the latter. Additionally,

we can drive comparing equation for |D|

ID|; = |D], < |D|3 < [D]; < |D|s

where |D|; is the intermediate data size for equation it" (i = 1..5).

J

\
THEOREM 6. The total cost of the join operation for our approaches is defined by
CimCy<C3<Cy<Cy
\where C, is the total cost in case of equation i" (i = 1..5). )
KrH EOREM 7. The total cost to perform pre-processing step )
Ceagt2.Cc.m.t+2.c,.m.r.t,incaseof(1)
Cpre = Coeagt2.C.m.t+c,.m.r.t, incaseof (2), (3), (4)
\_ 0 in case of (5) J
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Conclusion

Three approaches for building the intersection filter
Their efficiency used in joins better than other solutions
Their advantage for important join cases

Although the intersection filter has false positives and an
extra cost for the pre-processing step, its efficiency in
space-saving and filtering often outweighs these
drawbacks

System will become inefficient if t and r is large or there
IS very little redundant data in the join operation.
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Future work

Implementation of general multiway joins, especially a
cascade of map-side joins.

Recursive joins.

A complete optimizer for choosing the best join
Implementation in MapReduce.
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Thank you for your attention !



