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k-NN Classification

k-NN classifier works by searching the available training data for the k nearest 
items to the unclassified item. Then, these neighbors determine the class where the 
new item belongs to. 

- Accuracy depends on the selection of k. Tedious 
cross-validation tasks are performed to determine 
“best” k. It is unique and constant for all 
unclassified instances

- A large k value renders the classifier more noise 
tolerant since it examines larger neighbourhoods. 
It has to be used when the classes are not well 
separated and when the data contains noise. 

- A small k renders the classifier noise sensitive 
and should be used on training sets withwell-
separated classes
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Motivation

- Even the “best” k value can not be optimal. Real-life datasets may have quite 
different structure in different regions of the metric space. 

- A classifier that uses a fixed k value may be less accurate than a classifier that 
utilizes a different k value for each instance x that needs to be classified 
depending on the region where x lies.
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Contribution

Region Homogeneity based Dynamic k-NN classifier (rhd-kNN)

- A parameter free k-NN classifier that it uses a dynamic k value depending on 
nature of the region where the instance to be classified lies. 

- rhd-kNN utilizes heuristics that dynamically adjust the k value.

- The heuristics are based on a data structure constructed k-means clustering 
pre-processing task that builds homogeneous clusters. The data structure 
(SHC) holds the cluster centroids and information about the region of each 
centroid.

- When a new instance x needs to be classified, the nearest centroid c from SHC 
is retrieved. Then based on c, k is appropriately adjusted and x is classified by 
searching the k nearest neighbours in the training set.
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rhd-kNN: SHC Construction
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rhd-kNN: Heuristics (1/2)

- When a new instance x needs to be classified, rhd-kNN finds the 1-nearest 
centroid c in SHC and its corresponding d.

- Then, one heuristic is employed to determine k based on d. rhd-kNN classifies x 
by finding the k nearest neighbours in the training set.

- We expect that rhd-k-NN will outperform the k-NN classifiers that use fixed k for 
datasets that contain a mixture of well-separated and not well-separated classes
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rhd-kNN: Heuristics (2/2)

- k=d: It defines k to be equal to the depth of the 1-nearest centroid in 
SHC. This heuristic is used as a baseline

- k=2d: This heuristic tends to examine an extremely large number of 
nearest neighbours, especially when d is greater than 9. Thus, 
in our experiments, we manually set k = 29 when d > 9.

- k=d2: This heuristic is a trade-off between the above two heuristics

- k=(d×(d+1))/2:  This heuristic determines k by mapping values of d to the 
following arithmetic sequence: 1, 3, 6, 10, 15, 21, 28, . . .

- k=            :  This is a more conservative heuristic than the previous one. It 
uses the 2, 4, 5, 7, 9, 11, 14, . . . sequence for determining k
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Experiments (1/4)

We built two additional “noisy” versions 
(e.g., txr30) of the 14 datasets by adding 
10% and 30% random uniform noise

We compared the performance of rhd-
kNN against 6 k-NN classifiers that use 
fixed k values:

- The widely used 1-NN

- The 5-NN and the 10-NN classifiers

- The common rule-of-thumb approaches:

                            and

- The k-NN classifier with the “best” tuned  
k (by applying a 5-fold cross validation)



ADBIS 2020
9

Experiments (2/4)

Accuracy measurements

- Almost in all cases an rhd-kNN classifier can achieve higher accuracy than the accuracy 
achieved by k-NN with k=1, k=5, k=10

- rhd-kNN classifiers almost always outperform RoT classifiers

- The comparison between the “best” k-NN and rhd-kNN reveals that at least one of the rhd-
kNN classifiers can achieve higher accuracy than that of the best k-NN classifier in 18 
datasets, while in 2 datasets, a rhd-kNN approach is as accurate as the “best” k-NN.

- Contrary to the best k-NN classifier, rhd-kNN achieves that performance without the need of 
any input parameter and tedious and costly parameter tuning procedures

- The k=(d×(d+1))/2 heuristic seems to be an ideal approach since it achieves high accuracy 
even when the dataset contains noise. In 9 datasets it is more accurate than best k-NN
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Experiments (3/4)
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Experiments (4/4)
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