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Cost sensitive learning
Key Issues
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Misclassification costs are inherent in the classification process

The goal of supervised learning is to build a model (a classification

function) which connects Y, the target attribute, with (X1, X2,..),the input Y= f(Xl > X2 e XJ; 9)

attributes. We want that the model is the most effective as possible.

To quantify "the most effective as possible", we measure often the ET = card(Q) ——— > AlY (X, 8)]
performance with the error rate. It corresponds to the probability of 1siY = f(X,o?)
misclassification of the model. oull.]= .

0siY = f(X,Q)

But the error rate gives the same importance to all types of error. Yet, some types of misclassification
may be worse than others. E.g. (1) Designate as "sick" a "healthy" person does not imply the same
consequences than to designate as "healthy" a somebody who is ill. (2) Accuse of fraud an innocent

person has not the same consequence than to neglect a fraudster.

This analysis is all the more important that the positive instances - positive class membership - that
we want to detect are generally rare in the population (the ill persons are not many, the fraudsters are

rare, etc.)
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The misclassification cost matrix

(1) How to express the consequences of bad assignments?

- We use the misclassification cost matrix

Case of the binary
classification
problem (K = 2) -
The most common

a

||

Notes:

e Usually a=B=0; but not always, sometimes a,[3 < 0, the cost is
negative i.e. a gain (e.g. give a credit to a reliable client)

e If a=PB=0 and y=0=1, we have the usual scheme where the expected

cost of misclassifications is equivalent to the error rate

(2) How to use the misclassification cost matrix for the evaluation of the classifiers?

- The starting point is always the confusion matrix

- But we must combine this one with the misclassification cost matrix

(3) How to use the cost matrix for the construction of the classifier?

= The base classifier is the one built without consideration of cost matrix

- We must do better i.e. to obtain a better evaluation of the classifier by considering the misclassification cost
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Classifier evaluation metric:
the expected cost of misclassification (ECM)
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The expected cost of misclassification (ECM)

The confusion matrix points out the quantity The misclassification cost matrix quantifies the cost
and the structure of the errori.e. the nature of which is associated to each type of error

the misclassification

The expected cost of misclassification of the model (M)

1 We will use this metric to

C(M):;(CZXCZ-I—Z?Xﬂ—I—CX]/-I—dXé‘) evaluate and compare the

learning strategies.

Comments:

Its interpretation is not easy (unit of the cost?)...

\ Anyway, it allows to compare the performance of models i
The lower is the ECM, the better is the model i

The calculation must be performed on a test sample (or using resampling approaches such as cross-validation,...)
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ECM - An example of calculation for comparing models

Prédite

—
SElE

+ Total
()
2 + 40 10 50
(M1) 5
o 20 30 50
Total 60 40 100
v
= 5
Prédite
+ Total
8
2 + 20 30 50
(M2) 5
o 0 50 50
Total 20 80 100

C(Ml)z%(40x(—1)+10><10+20><5+30><0)=1.6

e The error rates are the same (= 30%)

e But when we take into account the costs, we observe
that M1 is better than M2

e |t is quite normal, M2 is wrong where this is the most

costly (the number of false negative is 30)

Cc(m )=L(zox(—1)+30x10+0><5+50x0)=2.8

100

T
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The error rate is a particular case of the ECM

The error rate is the ECM for which the misclassification cost matrix is the identity matrix.

+
=SS
=7 v

C(M):L(40x0+10><1+20x0+30x1):0.3
100

20410

= 0.3
100
Prédite
+ - Total
\(D
:’2’ + 40 10 50
[}
[72]
o)
o 20 30 50
Total 60 40 100

There is therefore two implicit assumptions in the error rate: all kind of
errors have the same cost, which is equal to 1; a good classification does

not produce a gain (negative cost)
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Dealing with the multiclass problem (K > 2)

When K > 2, the expected cost of misclassification becomes

Number of instance which are predicted as
The element of the

(n;) y_k, and which are in fact membership of

y_i, where Z Z n, =n
ik

confusion matrix

The element of the The cost when we assign the value y_k to an

. e . Cy)
misclassification cost matrix individual which belongs to the class y_i
The expected cost of 1
. e L C(M):_Zznikxcik
misclassification for the model M nT %
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An example: customer churn

T
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Preventing the loss of customers

Domain : Telephony sector

Goal : Detecting the clients which may leave the company

Target attribute: CHURN —o (yes: +) /n (no: -)

Input attributes : the customer behavior and use of the various services offered

Samples: 1000 instances for the learning sample; 2333 for the test sample

,
Cost matrix 15 10
(We can try different possibilities in practice)
= 2 0
138 114z o
062 [A53) n
< 14.34 S
o 2 3] Wl
Decision tree learned S ,W -
4 380 =300 ¢ 1280 »=1 E.E-Ef‘x___h
from the dataset (among G| TR | 7 7% R | GG
g0 (97 % [EE 17 (% 12 [87%]
the possible solutions) PO LT T
7 o ) a B [
1 (053] 3w/ [73x)
h _____ J

We focused on this leaf. We calculate the KP(Y:+/DC< 44.94:CSC »3.5:DC > 27.15) = > =027
48

posterior class probabilities P(Y/X). 35
P(Y ==/DC <44.94,CSC 23.5,DC227.15) =7 =0.73
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Method 1: ignore the costs

T
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Method 1: neglect the misclassification cost matrix

Method 1 :
* Neglect the misclassification costs during the construction of the classifier
* Neglect the misclassification costs when we assign the class to the individuals

i.e. we hope that the classifier which minimizes the error rate will minimize also the ECM

The assignment rule is based on the

. . Ve =argmax P(Y =y, / X)
maximum of posterior class probabilities k

kP(Y =+/DC <44.94;,CSC 23.5;DC >27.15) = % =0.27

35

T
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P(Y =~/ DC<44.94,CSC 3.5 DC>27.15)=>2=073

133 11451 |} 0
062 [B5H) n
i ﬂe
< 44 =l H . H
T | = o Bl If this rule is triggered when
E3E  99%) % [90%) .
CustS ervEall: YHail we try to assign a class to a
£ 380 s * 350 <1280 Wﬁ:ﬁﬁh Y g
g5 mex | ¥ 41z N T | G | indivi
800 (92% * O (E1%) 12 [ 13 (87 new |nd|V|duaI, then
<215 Fr
1 M) 17 7 B |
1 5% LT e 4] — —> Y =no
h ----- J

We predict "churn = no"
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Method 1 : “CHURN" problem

1000 instances: training sample

2333 instances: test sample

W TAMAGRA 1432 - [Test 1]

EFHE Diagram Compeonent Window Help

Do B &

Defavlk tile

=55 Dataset (churn - cost sensitive learning.xls)
=~ ¢~ Discrete select examales 1
£ £ Define status 1
Elm Supervised Learrinz 1 (C4.5)
B +'§ Define status 2
o Test 1

Error rate 0.1273
Values prediction Confusion matrix

a.5014 0.4195 173 172
o 0.85T 0.0845 [l 125 1863
Sum 2498 2035

2333

Componenis

Vata visualization statistics

Feature constructon Feature selection

Monparametric statistics Instance szlection

Factorial analysis !

Regression I

4 1n

PLS Clustering Spv ezrming Meta-spv learning
Spv learning assessment Scoring Azscciation
L <Binary logistic regression L2 €45 [ cpLs &£ C.RT

— _> C(Ml)zﬁ(—15x173+10><172+2x125+0><1863)

=-0.2679

Misclassification

cost matrix

y
~15 10
= m

This is the reference score i.e. by incorporating the cost in one way or another

into the learning strategy, we must do better.

T
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Method 2: modify the assignment rule

T
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Method 2: modify the assignment rule

Method 2:

* Neglect the misclassification costs during the construction of the classifier
e Use the misclassification cost and the posterior class probabilities for the prediction

Rule: select the label which minimizes the expected cost

We calculate the expected cost
for the prediction of each label.
We select the one which

minimizes the cost.

Vs =argm]?XC(yk / X) =argm?X{ZP(Y:yi /X)xcik}

. . H Y A
Misclassification ‘_ 15 HlO \
cost matrix = @

_ Expected cost for the prediction: Y =+

IECIIREEI | 0
962 (963 n
{/,,_Dﬁmmé"
¢ 44 34 =
TS | € 0z Bl
8% (B3 X [40%)
CustS ervEalls YMailMescane
<30 A W 1257 - g:ﬁtr
B oz | A 437 B 7 % R FEET
a0 [92%| B B 13 [26%] 12 1874

(215

P(Y=+/X)=0.27

P(Y=—-/X)=0.73

C(+/X)=-15x0.27+2x0.73=-2.59

Expected cost for the prediction: Y = -

C(-/X)=10x0.27+0x0.73=2.7

The least costly predictionisY =+

Yet, this is not the label with the maximum posterior probability.
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Method 2: some comments

(1) This strategy is adaptable to any supervised learning algorithm
(logistic regression, discriminant analysis, etc.) as long as it provides a

reliable estimate of posterior class probabilities P(Y/X)

Exercise: See the detail of calculations for the logistic regression for instance

(2) When the cost matrix is the identity matrix, this strategy minimizes

the error rate: this is a “real” generalization

Exercise : Apply the assignment rule with an identity matrix to the previous example

T
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Method 2: “CHURN” problem

TANAGRA 1432 -
ﬁ File Diagram Component Window Help
D ow | &

Diefault title

= Dataze: (churr - cost sensitiva learning.xls)
Q ﬁ Discrete select examples 1
E\t:i Detine =tatus 1

Elm Superdsad | earring 1 (C4.5) values p — Contusion matrx
. =17 Define status 2

_ i — = = o || Vel RGeS SIS
# =-[Y Cost Sensitive Learning 1 (C4.5) > e U.6286 28 a4

-8 Define status 3 \ 0 ooszy oo [l 352 1636
Sum

S o bl Test2 ’ R before. Only the assignment rule on
—

Error rate: 0.2096

This is exactly the same tree as

the leaves was modified in order to

Components
Nonparametric stztistics

Statistics Instance selection

take into account the cost matrix.

Clustarre I Spv learning Meta-spv learning

| |

Feature selection | Regression ‘ Fac torial analysis
| |
|

Aszaciation

X
+ —15 10

E@

C(Mz):L(—15x208+1ox137+2x352+0><1636)
— _> 2333

=-0.4483

The improvement is dramatic, without a modification of the classifier!
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Method 2 : “CHURN"” problem - Comparison of the confusion matrices

Method 2

0.2096

Method 1

0.1273
Confusion matrix

Confusion matrix
o n Sum \\) /\ o n Sum
a 208 137 345

o 173 172 345
mn 125 1863 1988 Cost matrix i 352 i63b 1988
Sum 208 2035 2333 _ Sum 5 H s £333
y
—15 10
= @

e The error rate is worse for M2. This result is expected because M2 does not try to minimize this metric.

* The number of true positive (TP) is higher for M2 (208 vs. 173 for M1) because this is the most

advantageous situation (cost = -15)
* M2 has more false positive (FP) (352 vs.125 for M1) which are comparatively less penalizing (cost = 2)

e Since we increase the number of true positive, we have mechanically less false negative (FN = 137 vs.

172 for M1) (cost = 10). Therefore, the expected misclassification cost is lesser.
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Method 3: embed the cost matrix
within the learning algorithm

T
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Method 3: modification of the learning algorithm

Method 3 :

e Use explicitly the cost matrix during the construction of the classifier

e And of course, use the misclassification cost matrix for the prediction in order to
minimize the expected cost

Rule: select the label which minimizes the expected cost

Main challenge: only few methods can be modified (in a simple way)

The decision tree algorithm is one of the few approaches that can incorporate the costs into the

learning process: we focused on the post-pruning phase here.

T
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Method 3: Cost-sensitive Decision Tree (CS-MC4, CART, etc.)

Growing phase: use the usual splitting measure (Shannon entropy, Gini index, etc.)

Post-pruning: use an approach which takes into account the costs

138 naz |l o
B [ n
44482 __,.—ff”p”ﬂ e EmE T T T T = ~o
W (1 ) 1# =
o e N oz i e IS 5 &= = = = Should we prune here?
Cusl§ — VM ail S
<38 g L T <1250 Mi:wz Bl
65 (18 | @ @3 N 7 omx R FENTETI |
BOD (323 ¥ EH 13 [y 13187
DayCharge  —
£2778 = Tl S1 S2
20 3z 13z N
1 5 B\

Post-pruning: compare the expected cost of misclassification at the
node S with the weighted average of the expected costs on the leaves
S1 and S2.

The idea is very close to that of C4.5 post-pruning algorithm except that instead
of working on errors (pessimistic error), we work on misclassification costs. We
must also penalize leaves with a few number of instances.

T
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Method 3: CS-MC4

(1) Estimation of the posterior class probabilities with the Laplace smoothing

n,+A

PY=y /S)=—""——
( Ve !S) n+ AxK

The higher is A, the smoother is the estimation.

Usually, we set A = 1 (see Laplace’s Rule of Succession)

(2) Calculate the misclassification cost for the node

C(S)=min C(y, /)

:mkin{ZP(Yzyi/S)xcik}

(3) Prune leaves if the weighted average of their costs is higher than the cost of preceding node.

Prune from a node:

(a) If the predictions of all the child

nodes are identical with the node

ForanodeS:
(a) Calculate the expected cost for each label
(b) Select the conclusion which minimizes the cost

(c) This cost corresponds the cost of the node

ng n
C(S$)+—=C(S,)
n n

N N

OR (b) if C(§)<

Ricco Rakotomalala
Tutoriels Tanagra - http://tutoriels-data-mining.blogspot.fr/

24



Method 3: CS-MC4 - An example

Cost matrix Node S
N C(+ /S)_39+1 x(-15)+22HL 2y =815
—15 10 03+
- 0 C(- /S)—3§+1 (10)+ 26+1><(0) 5.97
Leaf S1
;’,_.5_:,;,.,_"'----. C(+ /51)_3(?:; (—15)+13+1><(2)——1042
= 160
by ’ [40%] |S H"*-.., C(- /51)_37+1 «(10)+ 2L (0)=7.31
| 'H'Halllu'lemige LY 50+
¢ 1250 - \
i [TAE) E [132] 1
. 13 (2% 13 [@7%) i Leaf S2
- -r..._.- '
ke St -5 C(+/52) = 25-:12><(—15)+11§+1x(2)——
C(-152)= 2 2+l o)+ 13+1><(0)_176

|

Here, we prune from S because (a) all the nodes

have the same conclusion.

>

7
C(S)=-8.15
ot
C(S1)=-10.42
ot
C(52)=-1.0

(b) We note however that we have not a reduction of the costs: C(S)=-8.15 vs.

50/65 x C(S1) + 15/65 x C(S2)=-8.25
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Method 3: CS-MC4 - “CHURN"” problem

{ TANAGRA 1432 - [Supenvised Learning 2 (C5-MC4] =)

E File Diagram Component  Window  Help — |l =y
= "
Default title i s -
| ; Tree description
- & Discrete select examples 1 -~

=% Defire status 1 i Fumber of nodes 7
EIE Supervised Learning 7 {C4.5) humber of leaves 4

S- i Define status 2 I

Lo Test 1 Decision tree
Elm Cost Sensitive Learning 1 (C4.5)
EIQ* Define szatus 3
’ - = ] TesT2 ===

( - = ¥] Supervised Learning 2 {C5-MC4) ~

m

» DayCharge < 4<.9400
& CustServCals < 23,5000
& DayCharge < 38.2850 then Churn = n (94.83 % of 754 examples) -
# DayCharge == 38.2850 then Churn = o (23.42 % o 111 axamples) ‘

\ » CuskServCalls »= 3.5000 then Churn = o (48.57 % of 70 examples)

(M) = —— (- 15x 244 +10x101+2x377 + 0x1611)
> 2333

=-0.8127

0.2049

Confusion matrix

I . N 4 i
S o ik Define status 4 _7 o DayChargs == £4,9400 then Churn = o (60,00 & of 65 sxamples) L - 244
‘~'—:HFH_TB_St3 == h - 377
— — Components , ‘ Sum 621
Data visualization Gtatstics Honparametric statistcs Instance se=lecHon Meature constructHon
Feature selection Hegression Factorial analysis PLY Clustering |
| Spv learning Moz Lasspyr learning Spv learning assessmznl | Scuring | Axrocia o
- Binary losistc regression £ CAT T csve [ K-HM =Te Multilad
%Cﬂ.ﬁ e C5-CRT 'ﬁE Dacizion Lict I‘E_Lw‘naar dizcriminant analyciz ﬁMuL‘dnc
M2 CpLs 205 MCe A1 =Log-Reg TRIRLS G Maive b
a m ] L]

Sum
101 345
1611 1988
1712 2333

Reminder

It greatly improves the results!

Improvement is based on an increase of the True Positive = 244

We note that the error rate is worse than M1, but this is not the matter.

C(Ml)_

C(M,)

C(M3)_

-0.2679
—0.4483
-0.8127
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Some other approaches
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Other approaches: Cost-sensitive meta-learning with Bagging

___________________________________________________________

Learning (P: number of classifiers)

Forp=1toP

Sample with replacement (n among n) Pros

Learn the classifier Mp ® The meta-classifier is often better than the individual

End For classifier

e The approach is generic, it is applicable regardless of
the underlying learning method

Prediction for one instance , - ,
e It works even if the base classifiers do not provide a

Forp=1toP g correct estimate of P (Y/X)
Set the prediction with Mp > ¥, (@)

End For

According to the proportions observed on Cons

the P's predictions, we have an estimate of

e If Pis large, the calculation can be prohibitive

e The mechanism of the classification is not "readable"

Make the prediction which minimizes the (we do not identify what is the underlying reason of a

cost by taking into account the prediction)

misclassification cost matrix.
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Other approaches: CHURN problem - Bagging

IANAGRA 1032 - || est 4]

E File Diagram Component Window Help ml?"?l
Dow | 5

Drefault btle ErET 0.4123 -
E|} Supervised Learning 2 (C5-MC4) - Values prediction Confusion matrix
| T Definestansd Velue Recall tPrecison o n
[ Sum
C L Testd T
e , o o309 07635 [ 277 52 345
=¥ Cost Sensitive Rapging © (C4.45) s =
-y Define status 5 E n oss3  o0os85 [Tl A94 1094 1988
o Test 4 sum 1171 1162 2333

Components

Data vsualization | Statistics ‘ Monparametrc statistics | Inztance selection | Feature construction
Feature zelection | Regression ‘ Factorial analysis | PLS | Clustering
i ; Meta-spy learning i Zpwv learning assessment i Looring i dszzociation

B Cost S%en

BE AR et
*E SO LGSET

C(M4)=L(—15x277+10x68+2x894+0x1094)

=-0.7231

Note: One can include [Tanagra] the misclassification cost matrix for the

predictions of the base classifiers Mp
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Other approaches: MetaCost

Idea: Make use of the performance of the Bagging, but provide only a single classifier as

output (thus "readable") - Based on a re-labelling mechanism of individuals

Learning (P : number of classifiers)

(1) Learn a set of classifiers with the BAGGING

approach

(2) Classify each instance of the learning sample

(reclassifying the learning data)
(3) Use these predictions as labels for the
construction of an unique classifier > we

obtain the final classifier

Pros

® One unique classifier is obtained. The
interpretation of the model is the same as for the
usual learning scheme.

e The approach is generic, it is applicable regardless

of the learning algorithm.

Cons

e But there is no guarantee that the final unique
model has same level of performance as the meta-
classifier

e If P is large, the calculation can be prohibitive

T
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Other methods: “CHURN” problem - MetaCost

T TANAGRA 1.4.32 - [Test 5] L_l_|ﬁ

EFHE Diagram  Component Window  Help

="
Default b= Values prediction Confusion matrix A
D bR et . Value Recall 1-Precision a n Sum
= bl MultiCost 1 (C4.5) o 0.8190 0.7%3 | o 286 59 345
= #ls Define stztus 6 n 04411 0060 A 1111 877 1988 ©
Pl rests e Sum 1397 938 7333
Components
Data visualization Statistics Manparametric statistics Instarce selaction
Feature construction Feature selection 1
pLs dwseine [ C(M,)=——(-15x286+10x59+2x1111+0x877)
Spv learning assessment Scoring 2333
#Einaw logistic regression ]'}EI}PLS = _06335
045 £ CRT A T5-MCd 'ﬁenecmon List
4 m 3 |

For information purpose: cross tabulation between
the original labels (observed) and the modified labels

(used for the construction of the final classifier) Note: One can include [Tanagra -

MULTICOST] the misclassification cost matrix

Cross-tab
o n Sum for the predictions of the base classifiers Mp
o 138 0 138
n 299 563 362
Sum 437 563 1000

All positive instances are kept positives

299 negative instances are re-labeled as positives 31




Conclusion
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Comparison of the methods on the “CHURN” dataset

Method ECM Comments
M1 (ignore the costs) -0.2679 This is the baseline solution. We must do better than this
approach.
M2 (taking into account the We have the same model than Mli But we apply
: .. differently the model when we assign a class to one
costs during the prediction -0.4483 ) . . g .
hase only) instance. This works only if the classifier can provide the
P class membership probabilities P(Y/X).
M3 (taking into account the This is the best solution for the CHURN dataset. But only
costs during the construction -0.8127 a few methods can be directly modified in order to take
of the classifier) into account the costs (decision tree for our dataset).
Generic and powerful. But the meta-classifier is a black-
M4 (Bagging) -0.7231 box model. We do not perceive the underlying concept
connecting the class attribute Y to the descriptors X.
It tries to take advantage of the Bagging while providing
M5 (MetaCost) -0.6335 an unique interpretable model for the classification. The

performance reflects this intermediate position. It is
applicable regardless of the base learning method.

Note: Other approaches based on re-weighting of instances exist...

T
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