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1 Topic 

Multiple Factor Analysis for Mixed Data with Tanagra and R (FactoMineR package). 

Usually, as a factor analysis approach, we use the principal component analysis (PCA) when the 

active variables are quantitative; the multiple correspondence analysis (MCA) when they are all 

categorical. But what to do when we have a mix of these two types of variables?1 

A possible strategy is to discretize the quantitative variables and use the MCA. But this procedure is 

not recommended if we have a small dataset (a few number of instances), or if the number of 

qualitative variables is low in comparison with the number of quantitative ones. In addition, the 

discretization implies a loss of information. The choice of the number of intervals and the calculation 

of the cut points are not obvious. 

Another possible strategy is to replace each qualitative variable by a set of dummy variables (a 0/1 

indicator for each category of the variable to recode). Then we use the PCA. This strategy has a 

drawback. Indeed, because the dispersions of the variables (the quantitative variables and the 

indicator variables) are not comparable, we will obtain biased results. 

The Jérôme Pages' "Multiple Factor Analysis for Mixed Data" (2004) [AFDM in French] relies on this 

second idea. But it introduces an additional refinement. It uses dummy variables, but instead of the 

0/1, it uses the 0/x values, where 'x' is computed from the frequency of the concerned category of 

the qualitative variable. We can therefore use a standard program for PCA to lead the analysis 

(Pages, 2004; page 102). The calculation process is thus well controlled. But the interpretation of the 

results requires a little extra effort since it will be different depending on whether we study the role 

of a quantitative or qualitative variable. 

In this tutorial, we show how to perform an AFDM with Tanagra 1.4.46 and R 1.15.1 (FactoMinerR 

package). We emphasize the reading of the results. We must study simultaneously the influence of 

quantitative and qualitative variables for the interpretation of the factors. 

2 Dataset 

We process the AUTOS2005AFDM.TXT data file2. We have n = 38 instances, described by ‘q = 12’ 

descriptors: puissance (horsepower), cylindrée (engine displacement), vitesse (speed), longueur 

(length), larger (width), hauteur (height), poids (weight), CO2 et prix (price) are quantitative; origine 

(origin)(France, Europe, Autres), carburant (fuel-type) (diesel, essence) et type 4x4 (four-by-four)(oui, 

non) are qualitative. The use of the AFDM seems to prevail because the mixed nature of the 

variables. We will see in the next sections if we obtain relevant results. 

                                                           
1 This introductory section is based on the Jérôme Pages' paper « Factor Analysis for Mixed Data » (in French), 

Revue de Statistique Appliquée, tome 52, n°4, 2004, pages 93-111 ; available online: 

http://archive.numdam.org/ARCHIVE/RSA/RSA_2004__52_4/RSA_2004__52_4_93_0/RSA_2004__52_4_93_0.pdf 

2 See “STA101 – Analyse des données : méthodes descriptives” (Pierre-Louis Gonzalez). Some variables are removed; 

two outliers are removed also. 

http://archive.numdam.org/ARCHIVE/RSA/RSA_2004__52_4/RSA_2004__52_4_93_0/RSA_2004__52_4_93_0.pdf
http://maths.cnam.fr/spip.php?article50
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3 AFDM with TANAGRA 

3.1 Creating a diagram and importing the data file 

After launching Tanagra, we click on the FILE / NEW menu to create a new diagram. We select the 

AUTOS2005AFDM.TXT file (text file with tab separator). We confirm by clicking OK. 

 

The data is imported. We obtain a description of the variables: model corresponds to the label of 

observations, POWER ...PRICES are quantitative variables, ORIGIN ... TYPE4X4 are qualitative. 

3.2 The AFDM component 
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First, we must first specify the role of the variables. We use the DEFINE STATUS component. Except 

MODEL which is a label to identify each vehicle, we set all variables as INPUT. Then, we add the 

AFDM component (FACTORIAL ANALYSIS tab). We click on VIEW to launch the calculations and 

visualize the results. 

 

We detail below the various tables produced by the AFDM. 

3.3 The reading of the results 

3.3.1 The eigenvalues table 

This table presents the variance explained 

by each factor. We have 'p=13' factors 

because there are 9 quantitative variables 

and 3 qualitative variables with 

respectively 3, 2 and 2 values. In the 

internal data table submitted to the PCA 

program, we have 9 + 3 + 2 + 2 = 16 

columns. But we know that the sum of the 

values of the indicators related to a 

qualitative variable is a constant. Thus, 

the number of eigenvalues higher to 0 is 9 

+ [(3-1)+(2-1)+(2-1)] = 13. The results of 

the calculations confirm this fact. Indeed, 

the sum of the eigenvalues is 13. The first 

13 factors explain 100% of the total 

inertia. 
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The selection of the right number of factor is a difficult problem. Tanagra highlights the first two 

factors because the corresponding eigenvalues are statistically higher than 1 at the 10% level. The 

critical value is defined by the following formula (Karlis, Saporta and Spinakis; 2003)3: 

             
   

   
 

With ‘p’ is the number of eigenvalues theoretically higher than 0 (p = 13); ‘n’ is the number of 

instances (n = 38). For our dataset, we have the following cutoff 

             
    

    
      

The first two factors present eigenvalues upper than this critical value (6.60 and 2.51). We use them 

in the interpretation of the results. We observe that they explain 70.09% of the total inertia. This is 

rather high. Indeed, in contrast to PCA, and like the MCA (multiple correspondence analysis), due to 

the presence of qualitative variables, the explained variability is often less concentrated on the first 

factors for the AFDM. This phenomenon is even more pronounced when the proportion of 

qualitative variables in the database (and the associated number of categories) increases. 

This critical value is more restrictive than the usual Kaiser-Guttman rule (cutoff = 1). Its main merit is 

that it takes into account both 'p' (the maximum number of factors) and 'n' (the sample size). 

Nevertheless, we must always take cautiously this kind of cutoff value. The analyses of their 

characteristics help us to determine if the remaining factors must be really discarded. 

3.3.2 Variable coordinates 

 
Figure 1 – Variable coordinates 

                                                           
3 D. Karlis, G. Saporta and A. Spinakis, « A simple rule for the selection of principal components », in 

Communications in Statistics - Theory and Methods, Vol. 32, n°3, 2003 ; pp. 643-666. 
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This table describes the influence of variables, whether quantitative or qualitative, in the 

determination of the factors. For the first case, the values correspond to the square of the 

correlation coefficient; for the second one, the values correspond to the correlation ratio. 

The sum of the values for each row is equal to 1 for the quantitative variables; it is equal to the 

number of categories minus 1 for the qualitative variable. The percentages are computed according 

to these totals. 

The sum of the values for each column is equal to the eigenvalue associated to the corresponding 

factor. We can analyze these values like the influence of the variables for the determination of the 

factor. For instance, we observe that puissance, cylindree, longueur, largeur, poids, C02 and prix are 

the most important variables for the first factor. But we do not know the nature of the relations 

between these variables. The other tables below enable to give responses to this question. 

Tanagra uses the following rule to highlight the values: (1) the factor must be significant i.e. its 

eigenvalue is higher than the critical value defined above (section 3.3.1); (2) the row percentage 

must be higher than '1 / p ' (maximum number of factors); (3) the column percentage must be upper 

than '1 / q ' (number of variables of the study). 

3.3.3 Correlations table 

This table specifies the direction of the relationship between the quantitative variables and the 

factors.  

 
Figure 2 – Correlations table 

The first factor highlights the positive relations between the length and the width of the cars, their 

engine size, their price, and their air pollution. For the second factor, we observe a negative relation 

between their height and their speed. These interpretations will be enhanced by the analysis of the 

influence of the qualitative variables. 

3.3.4 Conditional means table 

This table provides the coordinates of categories of the qualitative variables. We have also 

indications about their contributions for the determination of the factors. The sum of the 

contributions of the categories of a qualitative variable is equal to the contribution of the variable. 

Let us consider the TYPE4X4 attribute on the second factor. The squared of the correlation ratio is 

COORD2(TYPE4X4) = 0.636509 (Figure 1). Its contribution is thus CONTRIB2(TYPE4X4) = 0.636509 / 

http://en.wikipedia.org/wiki/Correlation_ratio
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2.510036 * 100 = 25.3586 (Figure 3). The category ‘TYPE4X4 = OUI’ corresponds to 5 instances. Its 

contribution is computed as follows: CONTRIB2(TYPE4X4 = OUI) = [5 * (-3.2472 – 0)²] / [38 * 

2.510036²] * 100 = 22.0219 (Figure 3). 

 

Figure 3 – Conditional means table 

We can complete the interpretation of the second factor now. We saw that it was determined by an 

opposition between speed and height. The second characteristic is especially the result of TYPE4X4 

vehicles (yes), which use diesel fuel type (CARBURANT) and with the ORIGIN "other." They 

correspond to the Asian 4x4 vehicles if we see the data. 

 

By computing the cross-tabulation between these variables, we observe an over-representation of 

the fuel-type = diesel (4/5) and the origin = other (4/5) among the 4x4 vehicles (5 cars). 

 

In addition, these vehicles tend to be slower than others, their height is greater. 

 

Modele puissancecyl indreevitesse longueurlargeur hauteur poids CO2 prix origine carburanttype4X4

SANTA_FE    125 1991 172 450 185 173 1757 197 27990 Autres Diesel oui

MURANO      234 3498 200 477 188 171 1870 295 44000 Autres Essenceoui

LANDCRUI    204 4164 170 489 194 185 2495 292 67100 Autres Diesel oui

OUTLAND     202 1997 220 455 178 167 1595 237 29990 Autres Diesel oui

X-TRAIL     136 2184 180 446 177 168 1520 190 29700 Autres Diesel oui

Nombre de type4X4 Étiquettes de colonnes

Étiquettes de lignes non oui Total général

Diesel 39.39% 80.00% 44.74%

Essence 60.61% 20.00% 55.26%

Total général 100.00% 100.00% 100.00%

Nombre de type4X4 Étiquettes de colonnes

Étiquettes de lignes non oui Total général

Autres 15.15% 100.00% 26.32%

Europe 45.45% 0.00% 39.47%

France 39.39% 0.00% 34.21%

Total général 100.00% 100.00% 100.00%

Étiquettes de colonnes

non oui Total général

Moyenne de hauteur 148.6 172.8 151.8

Étiquettes de colonnes

non oui Total général

Moyenne de vitesse 202.8 188.4 200.9

TYPE 4X4

TYPE 4X4
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3.3.5 Eigenvectors table 

The eigenvectors tables provide the factor scores coefficients. These coefficients enable to deploy 

the model on a new instance (supplementary instances in the factor analysis terminology) i.e. they 

enable to compute the coordinates of new instances. We must center and the scale the values of the 

quantitative variables and the indicators of the qualitative variables. 

3.4 Graphical representations 

3.4.1 Graphical representation of individuals 

When we have labeled instances, the graphical representation is helpful to interpret the factors. We 

add the SCATTERPLOT WITH LABEL component (DATA VISUALISATION tab) into the diagram. We set 

the first factor on the abscissa, the second one on the ordinate. 

 

We observe the opposition between big and small cars on the first factor, and the distinctive feature 

of the Asian all-road cars on the second factor. 

3.4.2 Correlation scatter plot (correlation circle) 

This scatter plot enables to represent the correlation of both the active variables (those used during 

the learning phase) and the supplementary variables (additional variables used to help the 

interpretation) on the factors. 

We insert the DEFINE STATUS component after “AFDM 1” into the diagram. We set the two first 

factors as TARGET, all the continuous variables as INPUT. Here, we could include also variables which 

are not used during the calculations of the factors. 
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Then, we add the CORRELATION SCATTERPLOT tool (DATA VISUALIZATION tab). 
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For the active variables (those used for the calculations of the factors), we have the same value as 

those described in the correlation table (Figure 2). 

3.4.3 Conditional means 

Tanagra provides a similar graphical tool for the conditional mean table (Figure 3). Here also, we can 

incorporate supplementary variables into the graphical representation. 

We insert the VIEW MULTIPLE SCATTERPLOT tool (DATA VISUALIZATION tab) into the diagram. We 

observe the coordinates of the categories of the qualitative variables on the factors. Each point 

corresponds to the mean of the instances associated to a category on the factors. 

 

We note that the category is very influent on the first two factors. Perhaps it is too influent. It would 

be more appropriate to set the corresponding variable as a supplementary variable.  

4 AFDM with R (FactoMineR package) 

The AFDM approach is available in the FactoMineR4 package for R. We describe below the main 

outputs of the tool. The source code below completes the following tasks: loading the data file in the 

text file format, loading the FactoMineR package, performing the AFDM by asking 5 factors. 

                                                           
4 http://cran.r-project.org/web/packages/FactoMineR/index.html 

http://cran.r-project.org/web/packages/FactoMineR/index.html
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rm(list=ls()) 

#loading the database 

autos.data <- read.table(file="AUTOS2005AFDM.txt",row.names=1,header=T,sep="\t") 

print(summary(autos.data)) 

#performing the AFDM 

library(FactoMineR) 

afdm <- AFDM(autos.data,ncp=5) 

The command generates several graphical representations: (a) the representations of the instances, 

(b) the representation of the variables, (c) the correlation circle for the quantitative variables, (d) the 

conditional means for the qualitative variables. 

 

We have the same results as Tanagra of course. The second factor is reversed, but the relative 

coordinates of individuals (or the variables/categories) are the same. This is the most important in 

factor analysis. The print() command shows the properties related to the object provided by the 

AFDM procedure. 
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To show the instances with their labels on the first two components, we use the following 

commands: 

plot(afdm$ind$coord[,1],afdm$ind$coord[,2],type="n") 

text(afdm$ind$coord[,1],afdm$ind$coord[,2],labels=rownames(autos.data),cex=0.5) 

We obtain: 

 

To obtain the coordinates of the variables (see Figure 1), we use the following command: 
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Thus, we can explore in details the results provided by the AFDM procedure. 

5 Conclusion 

The factorial analysis of mixed data (AFDM) is largely absent in the books describing the exploratory 

data analysis techniques (in the French books at least). This is surprising because the AFDM responds 

to a real need. It allows solving a new class of problem that cannot handle directly with usual factor 

analysis approaches. 

In this tutorial, we show that this approach can be performed easily with Tanagar or R. The reading of 

the results needs a very little extra effort. We must simply adapt the interpretation of the factors, 

according we consider the influence of the quantitative variables (correlations) or the influence of 

qualitative variables (conditional means). 

 


