Tutorial — Case Studies R.R.

1 Topic

Clustering algorithm for mixed data (numeric and categorical attributes), using the latent variables
(principal components) from the factor analysis for mixed data.

The aim of cluster analysis is to gather together the instances of a dataset in a set of groups. The
instances in the same cluster are similar according a similarity (or dissimilarity) measure. The instances
in distinct groups are different. The influence of the used measure, which is often a distance measure,
is essential in this process. They are well known when we work on attributes with the same type. The
Euclidian distance is often used when we deal with numeric variables; the chi-square distance is more
appropriate when we deal with categorical variables. The problem is a lot of more complicated when
we deal with a set of mixed data i.e. with both numeric and categorical values. It is admittedly possible
to define a measure which handles simultaneously the two kinds of variables, but we have trouble
with the weighting problem. We must define a weighting system which balances the influence of the

attributes, indeed the results must not depend of the kind of the variables. This is not easy’.

Previously we have studied the behavior of the factor analysis for mixed data (AFDM in French). This is
a generalization of the principal component analysis which can handle both numeric and categorical
variables’. We can calculate, from a set of mixed variables, components which summarize the
information available in the dataset. These components are a new set of numeric attributes. We can

use them to perform the clustering analysis based on standard approaches for numeric values.

In this paper, we present a tandem analysis approach for the clustering of mixed data. First, we
perform a factor analysis from the original set of variables, both numeric and categorical. Second, we
launch the clustering algorithm on the most relevant factor scores. The main advantage is that we can
use any type of clustering algorithm for numeric variables in the second phase. We expect also that by
selecting a few number of components, we use the relevant information from the dataset, the results

are more reliable®.

We use Tanagra 1.4.49 and R (ade4 package) in this case study.

2 Dataset

The “bank_customer.xls“ data file describes the customers of a bank. The variables correspond to their
characteristics: age, seniority, etc. SCORE is a supplementary variable. It depicts a score assigned to
each customer by the bank advisor. The challenge is to produce a grouping of the customers from

their characteristics, and then to comment the obtained categories using the SCORE variable.

Here are the first 5 lines of the file.

1 Z. Huang, « Clustering large datasets with mixed numeric and categorical values », in Proc. of the First PAKDD, 1997.

2 « Factor Analysis for Mixed Data », http://data-mining-tutorials.blogspot.fr/2013/03/factor-analysis-for-mixed-data.html

3 It seems that in some circumstances [see Arabie, P., Hubert, L, 1994. Cluster analysis in marketing research. In: Bagozzi,
R.P. (Ed.), Handbook of marketing research. Blackwell, Oxford.], that we cannot detect a priori, a wrong selection of the
components can hide the clusters. The graphical representation of the dataset is important to assist the user for this kind

of analysis.
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age anciennete profession revenu epargne carte_bleue pea score
41 6 CAD 10.870 moyenne oui non 84
40 22 INT 10.035 moyenne oui non 51
29 12 Ouv 9.087 moyenne oui oui 77
35 6 CAD 11.180 moyenne oui non 55
38 14 INT 10.431 moyenne oui non 87

3 Clustering from mixed data with Tanagra
3.1 Importing the dataset

To import “bank_customer.xls”, we use the add-in “tanagra.xla” which sends the dataset from the
Excel spreadsheet to Tanagra®. A dialog box enables to check the data range (SA$1:SH$151). We
confirm by clicking on the OK button.

Accueil | Insertion |Mise en page |Formu\es ‘ Données ‘ Révision |Affichage Développeur HCompIém:tsl @ - = x
Sipina ~
Tanagra ~
| Execute Tanagra '\"/_j
o About.. J
P /
E13 hd ¥
= | = Execute Tanagra u =
1 age ancienne
2 41 Dataset range finduding the name of the attributes — first row):
|3 40 | $AS1:5HS151
4 29
5 35
6 38
7 57
8 41 -
9 40 14 CAD 11.130 moyenne oui non 100)
10 34 19 AGR 9.157 moyenne oui non 64
4 4 b 4| dataset ¥ 4 [ i
Prét | Moyenne : 33.48159333  Nb (nonvides): 1208  Somme : 20085.956 | |[EH/(O] £ =1 + ||
= )

Tanagra is launched. We check that we have 150 instances and 8 variables.

r! TANAGRA 1.4.49 - [Dataset (tan98C7.txt)] IEI@H‘
E File Diagram Component Window Help mmm
0w |5

Analysis l o

5] Dataset (tan9BC7. txt) Dataset description
8 attribute(s)
150 example(s)

Attribute Category Informations

age Continue

anciennete Continue

profession Discrete 7 values

revenu Continue

Epargne Discrete 3 values

carte_bleue Discrete 2 values

pea Discrete 2 values

score Continue - -

Components
Data visualization Statistics Nonparametric statistics

Instance selection Feature construction Feature selection

\ | |
| | |
Regression ‘ Factorial analysis | PLS |
| | |
\ | |

Clustering Spv learning Meta-spv learning
Spv learning assessment Scoring Association
@' Correlation scatterplot Export dataset I;_ﬂScatterplot Ii"‘icatterplut
< ] | 3

4 http://data-mining-tutorials.blogspot.fr/2010/08/tanagra-add-in-for-office-2007-and.html; we can use a specific add-on for
Open Office and Libre Office.

5 février 2014 Page 2


http://data-mining-tutorials.blogspot.fr/2010/08/tanagra-add-in-for-office-2007-and.html

Tutorial — Case Studies R.R.

3.2 Factor Analysis for Mixed Data (AFDM in French)

We select the active variables for the analysis using the DEFINE STATUS tool. We set as INPUT the 7
first variables: "age",..., "pea".

i TANAGRA 14,40 - [Dataset (ta ) ==
E File Diw Componen g Help \y mmm

IEL O sl
|

malysis M
— D
=] Dataset (tan98CT.txt) Parameters |
------ #4 Define status 1 8
15 Attributes :
| age
anciennete
2 profession
al revenu
epargne
P carte_bleue
L—| pea
Data visualization | Statis
Feature construction | Feature si
PLS | Cluste
Spv learning assessment | Scor
» Correlation scatterplot [ Scatterp 2} B | (& | Clearall Clear selected
Export dataset EScatterp
l [ ok [ cancel |[ Help |
|
—— )

We insert the AFDM component (FACTORIAL ANALYSIS tab) into the diagram. We click on the VIEW

menu to obtain the results.

i TANAGRA 1.4.49 - [AFDM 1 o o e

EF”E Diagram Component Window Help mmm
Dw ||

" Ainalysis -
=-EF] Dataset (tan9BCT. txt) Elgen values EI
%% Define status 1 .
= “@ b Matrix trace = 13.00
TS Eigen value % explained Histogram % cumulated
2.157033 16.59% 16.59%
becute [
View 1.681936 12945 [0 29.53%
1.327119 w21 [ 39.74%
1.138945 a76% | 48.50%
1.117184 s59% | 57.09% -
n 3
AN Components
Data visualization | Statistics | Monparametric statistics | Instance selection
Feature construction Feature selection | Regression | Factorial analysis
PLS Clustering | Spv learning | Meta-spv learning
Spv learning assess Scoring | Association |
@ AFDM = # Canonical Discriminant Analysis MDiscriminant Correspondence Analysi
LBooistrap Eigenvalues D Correspondence Analysis @Factor rotation
< n | }

|

The choice of factors to retain is always difficult in factor analysis. This is all the more that we want to

use them in subsequent calculations. The quality of the clustering algorithm depends on the number

of the components we select.

We select the 2 first components for our dataset. We use only 29.53% of the total variance here. This
may seem small. But the aim of the analysis is not to produce an exhaustive view of the data. We want

to highlight underlying groups that we can interpret.
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To study the results, we show below the "communalities" table that corresponds to the square of the
correlation of variables with the factors when they are numeric, to the square of the correlation ratio

when they are categorical.

Squared Correlation (Communalities)
Attribute Axis_1 Axis_2
- Coord. CTR (%) ;ri": :] Coord. CTR (%) (_E"J :]
age (%) 0.031500 1.5% 3%(3%)  0.683161 40.6% 683%(71%)
anciennete (*) 0.064625 3.0% 6% (6%) 0.598183 35.6% 60% (66 %)
profession (**) 0.879093 40.8% 15%(15%) 0.301008 17.9% 5% (20%)
revenu (*) 0.922902 42.8% 92%(92%) 0.000083 0.0% 0% (92%)
epargne (**) 0.257906 12.0% 13X%(13%) 0.016595 1.0% 1%(14%)
carte_bleue (**)  0.000250 0.0% O0%(0% 0.024199 1.4%  2%(2%)
pea (**) 0.000757 0.0% O0%(0% 0.058707 5% 6%(6%)
Var. Expl. 2.157033 - 17%(17%)  1.681936 - 13% (30 %)
{*) Square of correlation coefficient
{**) Correlation ratio

The « Factor loadings » table shows the correlation between the numeric variables and the factors.

Continuous Attributes - Correlation (Factor Loadings)

Attribute Axis_1 Axis_2 Axcis_3 Axis_4 Axis_5
age 0.177481  0.826536 0.031065  0.102036 -0.063550
anciennete -0.254215  0.773423 -0.021765  0.290430  0.156407
revenu 0.960678 -0.009110  0.143444  0.018713  0.136343

Figure 1 - Correlation between the numeric variables and the components

The « Conditional Means » table shows the conditional means (the mean for each level) for the

categorical variables.

Discrete Attributes - Conditional means and contributions
Attribute Axis_1 Axis_2
= Mean CTR (%) v.test Mean CTR (%) v.test
CAD 2.2483 28.97 11.268 -0.0056 0.00 -0.032
INT -0.9323 3.62 -3.796 -0.0318 0.01 -0.147
ouv -1.1116 3.19 -3.412 0.7798 2.58 2.710
IHA -0.4438 0.37 -1.136 1.4766 6.68 4,281
profession

AGR -1.4571 2.13 -2.679 -1.2307 2.50 -2.563
EMP -0.7083 1.94 -2.760 -0.9724 6.02 -4.288
ART -0.4852 0.54 -1.394 0.1742 0.1 0.566

Tot. = 40.75 = = 17.90
moyenne -0.1718 0.41 -1.960 0.0793 0.15 1.031
faible -1.5638 5.26 -4,332 -0.4369 0.84 -1.523

epargne

elevee 1.0889 6.29 5.179 -0.0139 0.00 -0.075

Tot. = 11.96 = = 0.99
oui 0.0055 0.00 0.193 -0.0479 0.08 -1.899
carte_bleue non -0.0979 0.01 -0.193 0.8500 1.36 1.899

Tot. - 0.01 - - 1.44
non -0.0321 0.01 -0.336 -0.2495 1.35 -2.958
pea oui 0.0509% 0.02 0.336 0.3958 2.14 2.958

Tot. = 0.04 = = 3.49

Figure 2 — Conditional means for categorical variables
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The « Factor Scores » table provides the factor scores coefficients. They enable to calculate the factor
scores of new instances from their characteristics. These are precisely these values that we will use in

the clustering process.

Eigen vectors - Factor Scores

Attribute Center Scale Axis_1 Axis_2
age 40.553333  9.243763  0.120844  0.637319
anciennete 13.286667  6.73531F7 -0.173090  0.596365

profession = CAD  0.266667 0.516398  (0.5382556 -0.001733
profession = INT  0.193333  0.439607 -0.190155 -0.008319
profession = OUV  (.120000 0.346410 -0.178526  0.160603
profession = INA ~ 0.086667  0.294392 -0.060575  0.258460
profession = AGR  0.046667  0.216025 -0.145932  -0.158070
profession = EMP  0.180000  0.424264 -0.139412 -0.245292
profession = ART  0.106667  0.326599 -0.073468  0.033820

revenu 9.886373  0.912768  0.654108 -0.007024
epargne = moyenne  0.653333  (.808290 -0.064361  0.038330
epargne = faible  0.100000 0.316228 -0.229263 -0.091545
cpargne =eleves  0.246667  0.496655  0.250721 -0.004093
carte_bleus=oui  0.946667 0.972968  0.002488 -0.027701
carte_bleue=non  0.053333  0.230940 -0.010482  0.116706
pea = non 0.613333  0.783156 -0.011651 -0.116174

pea = oui 0.386667 0.621825 0.014674  0.146315

Figure 3 — Factor scores coefficients

We can visualize the factor coordinates of the individuals by using the VIEW DATASET component.

-
| ¥ TANAGRA 1.4.49 - [View dataset 1E||1 {150 examples, 13 attri
E File Diagram Component Window Help

[ = —_—

Analysiz

- Dataset (tan%8C7. txt)
B ¥4 Define status 1
=51 AFDM 1
View dataset 1

Parameters...

Execute

View

\ Components [
Data visualization Statistics Monparametric statistics Instance selection |

eature construction ature selection | Regresszion | Factorial analysis |

PLS | Spv learning Meta-spv learning |
Spv learning assessment | Scoring | Association
@Correlation scatterplot EScatterplot ~ View dataset
Export dataset EScatterplot with label E,_';View multiple scatterplot

Figure 4 — Factor scores of the individuals for the 5 first components

3.3 HAC from the selected components

We use again the DEFINE STATUS tool to select the components to use in the clustering process.
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EFiIe Diagram  Component MW Help \

r — — |
5 =1} Py
'm TANAGRA 1.4.49 - [View dataset 1 [All] (150 examples, 13 attributes)] - " ‘f‘
- [=]x]

H*it

Ana|y3|s

=- - Dataset (tan98C7. txt)
=2 !:i Define status 1
B [ AFDM 1
h,g View dataset 1
b g Define status 2

Data visualization

Feature construction

Spv learning assessment

|
|

PLS | a
|

Attributes :

‘ l Parameters |

C age

C anciennete
D profession

C revenu

D epargne

D carte_bleus
D pea

C score

C AFDM_1_Axis_3
C AFDM_1_Axis_4
C AFDM 1 Axis 5

AFDM_1_Axis_1
AFDM_1_Axis_2

_I_I_I

Clear all Clear selected

@Correlation scatterplot
| BB Expart dataset

| _cancel J[ tew |

[ ox

= —

— — = o

We select the AFDM_1_AXIS 1 and AFDM_1_AXIS_2 columns. Then, we insert the HAC tool into the
diagram (“Hierarchical Agglomerative Clustering”, CLUSTERING tab). We set the following parameters:

E TANAGRA 1449 - [[}eﬁne status 2]

|

= Dataset (tan98C7. txt)
El*:t Define status 1
g- @ AFDM 1
----- . View dataset 1
E| 4 Define status 2

s

Target: 0
Input: 2
Illustrative : 0

View

EFHE Dlagram Component Window Help mmm
D & &
1 Analyziz

| —
|

Parameters... — d

Execute

Parameters

[ Best cluster{—
@ Detect

) Define

i~ Distance normalization
@ None

) Variance

~ Show d

1 results

[ Componet Tree structure
Data visualization | Statistics | MNonparz Cluster selection
Feature\construction | Feature selecton | R [7] Anova table
| I Clustering ﬁ 5
Spv learning assessmel Scoring | A
T [ EM-Clustering ETHHAC vaQ
. o Ok | Gancel J[ Hew |
&‘1 CTP ]_ﬁ EM-Selection ]ﬂ; K-Mea Jeighbo

|

{ULJ

| 3

We do not standardize the variables used in the clustering process. Thus, each component influences

the results according their weights. Tanagra tries to detect automatically the right number of groups.

It draws on the merging height measured at each step of the process. We launch the calculations by

clicking on the VIEW menu.
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- - hl
FF TANAGRA 1.4.49 - [HAC 1] ol =0

E File Diagram Component Window Help mmm
Ow @ %
Analysis Report | Diendrogram |

= Dataset (tan98C7.txt)
E1-%4 Define status 1
£-FZ] AFDM 1

Clustering results

k| View dataset 1 From the After one-pass

=

¥4 Define status 2 custers |
L HTH HAC 1 clustern®1 39 40
cluster n®2 B5 &0
cluster n°3 56 50
Components | 1
Data visualization Statistics Monparametric statistics Instance selection |

Feature construction I Feature selection I Regression I Factorial analysis |
PLS | | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
-‘E‘T cT ]ﬁg EM-Clustering ﬁ HAC E K-Means Strengthening L LvQ
& CTP [ﬁ EM-Selection IO_%, K-Means B Kohonen-SOM @ Neig

< 1 ] ¢

Figure 5 — Results of the HAC algorithm - Clusters' size before and after the relocation process
Tanagra provides 3 groups with respectively: 40, 60 and 50 instances. The cluster sizes are different
from those observed in the dendrogram because Tanagra, from the 1.4.48 version®, performs a last
pass on the data in order to assign individuals to the group for which the centroid is the closest. The

objective is to obtain more compact groups, the initial partition being constrained by the hierarchical
structure of the search for solutions.

The grouping in 3 clusters seems the more relevant solution according the dendrogram (we put aside

the solution in 2 groups which correspond [almost] always to the highest merging level).

¥ TANAGRA 1.4.49 —iHAC 1] EE
E File Diagram Component Window Help mmm
R IES

Analpziz J Report Dendrogram

=-EH Dataset (tan98C7. ixt)
E -?:i Define status 1
-] AFDM 1
View dataset 1
=-#§ Define status 2

. Th HAC 1

HAC — Dendrogram

Components |
| Monparametric statistics |

Data visualization ‘ Statistics Instance selection | Feature construction ‘

Feature selection ‘ Regression | Factorial analysis | PLS | Clustering ‘
Spv learning ‘ Meta-spv learning | Spv learning assessment | Scoring | Association ‘
BNl £ e |2 EM-Clustering [9% EM-Selection ARHAC lo% K

< n |

> http://data-mining-tutorials.blogspot.fr/2012/12/tanagra-version-1448.html
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In the lower part of the report, Tanagra shows the cluster centroids. We will use this information

when we want to assign a new instance to a group.

B Hac1 : ‘ =N EoR <=
Report | Dendrogram |

Cluster centroids

Attribute  Cluster n®1 Cluster n®2 Cluster n®3
AFDM_1_Axis_1 2.248331 -0.895556 -0.723993
AFDM_1_#Mxis_2 -0.005645 -0.987425  1.189425

LUise GROUP CHARAL TERIZATION for detailed comparisans

Computation time : 109 ms. (i
Created at 21/11/2013 16:30:41 -

Figure 6 — Cluster centroids

3.4 Visualizing the groups in the factorial map

To check the quality of the solution, we visualize the groups in the first factorial map defined by the
two first factors. We insert the SCATTERPLOT tool (DATA VISUALIZATION tab) into the diagram. We set
AFDM_1 AXIS_1 on the horizontal axis, AFDM_1_AXIS_2 on the vertical axis. We colorize the points
according to the group membership (the CLUSTER_HAC_1 provided by the HAC tool).

oo soverir I ki

E File Diagram Component Window Help ml?"?l
- = N

Analysie | AFDM_1_Axis_2 Q [cluster_HAG 1 Q |

(X1) AFDM_1_Axis_1 vs. (X2) AFDM_1_Axis_2 by (¥) Cluster_HAC_1

- Dataset (tan98C7.txt)
B*:‘ Define status 1
-] AFDM 1
View dataset 1
B?:j Define status 2
- HAC 1

Scatterplot 1

Parameters...

Execute

View

| ®c_hac_1ac hac 20c hac 3 |

AFDM_1_Asxis_1 C

\ Components |
Data visualization | Statistics | MNonparametric statistics | Instance selection | Feature construction |
Feature selection Regression | Factorial analysis | PLS | Clustering |
Spv learning | Me earning | Spv learning assessment | Scoring | Association |
@Correlation scatterplot Export dataset \]ﬁ;Scatterplot ]ﬁ,Scatterptot with label View dataset E,_';V

< ] ] »

Figure 7 — Visualizing the groups into the first factorial map

We observe clearly the 3 groups highlighted by the clustering algorithm. The first component allows to
separate the first cluster (C_HAC_1), the second allows to distinguish the second (C_HAC_2) and the
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third (C_HAC_3) clusters. The groups are perfectly separated - there is no overlapping between classes
- in the first factorial map. This is quite normal because we had used these first two factors for the
clustering.

3.5 Description of groups — Active and supplementary variables

Now, we want to understand the distinctive features of the clusters, with the variables used during
the clustering process, but also with the additional variable SCORE which describes the appreciation of
the bank advisor. We insert again the DEFINE STATUS tool into the diagram. We set as TARGET the
variable which associates each individual to a cluster. We set as INPUT all the variables, including the
SCORE variable.

Define attribute _

¥ TANAGRA 1.4.49 - [Scatterplot 1] Parameters

E File Diagram Component Window Help Attributes : Target
~u +
0 & E(*d) _ D profession Cluster_HAC_1
. c revenu
ANvziz — | [ D epargne
= Dataset (tan9BC/Nxt] ' D cante_bleue
-4 Define status 1
H C AFDM_1_Axis_1
B[] AFDM 1 - 1S
@ _ C AFDM_1_Axis_2
View dataset 1 C AFDM_1_Axis_3
¥4 Define status 2 C AFDM_1_Axis_4
: C AFDM_1_Axis 5
E1fTh HAC 1 bl cluster bac 1|

Scatterplot 1

%4 Define status 3 il;ﬂ:l @; | Clearall Clear selected

[ ok || cancel |[ Hel

N L2 ' + —~ [}

|
—_—— ) H
H

. - |

v neathibute_ 179979
= L

Parameters '""-i
. |
Atributes Target | Input |lllustrative| 4
age
anciennete
profession
revenu
epargne u =
carte_bleue |
Data visualization | Statistics | ::re don |
Feature selection | Regression | (| |
Spv learning | Meta-spv learning | : : is |
: C i
$ Correlation scatterplot Export dataset c i,’igx_::_i::: i - et
< = 8| 6| | Clearall Clear selected >
[ OK “ Cancel H Help ]

Then we insert the GROUP CHARACTERIZATION tool (STATISTICS tab) into the diagram. In this table,
some descriptive statistics (mean, frequency, etc.) are computed on the whole dataset, and within
each group. The importance of the differences is highlighted with the TEST VALUE indicator®. It
enables to detect the characteristics that differentiate the group.

6 http://data-mining-tutorials.blogspot.fr/2009/05/understanding-test-value-criterion.html
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"4 TANAGRA 1449 - (Group characterization 1] — — o — . [=[=] = ]

E File Diagram Component Window Help - B ___ |_”E‘”x

O d| %

l e w - J§
= Dataset (tan%8C7.txt)

Description of "Cluster_HAC_1"
-4 Define status 1

0 [ arom 1 Cluster_HAC_1=c_hac_1 Cluster_HAC_1=c_hac_2 Cluster_HAC_1=c_hac_3
[ iew dataset 1 Examples (2675140 Examples [40.0%160 Examples (3835150
L !"‘ Define status 2 Aft - Desc Test value Group Overral Test value Group Overral Att - Desc Test value Group Overral
] revenu 11.29 11.29 (0.40)  9.89 (0.92) .45 68.00(15.20) 70.20 (15.09) anciennete 689  18.68(5.83) 13.29 (6.76)
E"'ft Define status 3 score 410 78.60 (14.90) 70.20 (15.09) anciennete 480 10.03(4.72) 13.29(6.76) age 557 46.54(3.12) 40.55(9.27)
[ Group characterization 1 age 153 42,45 (3.89) 4055 (9.27) revenu 5,94 9.34(0.30)  9.89(0.92) score 233 66.12 (12.51) 70.20 (15.09)
anciennete 2.03 11.43 (6.40) 13.29(6.76) age 674 34.28(4.79) 40.55(9.27) revenu a1 9.42 (0.34)  9.89 (0.92)

~

Data visualization | I StatisHoaN | ric isti ‘ I selection | Feature construction | Feature selection | Regression ‘ Factorial analysis
PLS | Clustering Spv learning ‘ Meta-spv learning | Spv learning assessment | Scoring | Association ‘
[}l ANOVA Randomized Blocks [, Box's M Test \ = Fisher's test [& Group exploration |¢" Hotelling's T2 Heteroscedastic 1" Linear correlation /3 Normality Test 40
< Bartlett's test 7% Brown - Farsythe's test [ Group characterization [« Hotelling's T2 ZisLevene's test L. More Univariate cont stat il One-way ANOVA g
4 m | 3

We give the detail of the table provided by this tool below.
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Description of "Cluster_HAC_1"

Cluster_HAC_1=c_hac_1

Cluster_HAC_1=c_hac_2

Cluster_HAC_1=c_hac_3

Examples [ 26.7 %] 40|Examples [ 40.0 %] 60|Examples [33.3 %] 50
Att - Desc |Test value Group | Overral Att - Desc |Test value Group | Overral Att - Desc |Test value Group | Overral

Continuous attributes : Mean (StdDev) Continuous attributes : Mean (StdDev) Continuous attributes : Mean (StdDev)

revenu 11.29 11.29 (0.40) 9.89 (0.92)|score -1.45 68.00 (15.20)| 70.20 (15.09)|anciennete 6.89 18.68 (5.83)[13.29 (6.76)
score 4.1 78.60 (14.90)| 70.20 (15.09)|anciennete 438 10.03 (4.72)] 13.29 (6.76)|age 557 46.54 (9.12)|40.55 (9.27)
age 1.53 42.48(8.89)| 40.55(9.27)|revenu -5.94 9.34(0.30)] 9.89(0.92)|score 233 66.12 (12.51) 70.20
anciennete -2.03 11.43 (6.40)| 13.29 (6.76)|age -6.74 3428 (4.79)| 40.55 (9.27)|revenu -4.41 9.42 (0.34)| 9.89(0.92)
Discrete attributes : [Recall] Accuracy Discrete attributes : [Recall] Accuracy Discrete attributes : [Recall] Accuracy

profession= CAD 12.21][100.0 %] 100.0 % 26.70%|profession= EMP 441| [ 77.8 %] 35.0% 18.00%|profession= INA 4.09| [ 84.6%] 22.0% 8.70%
epargne= elevee 1.76| [ 37.8%] 35.0% 24.70%| profession= AGR 3.31|[100.0%] 11.7% 4.70%|profession= OUV 2.66| [ 61.1%] 22.0% 12.00%
pea=oui 0.58| [ 29.3 %] 42.5% 38.70%|epargne=faible 277\ [ 73.3%] 183 % 10.00%|profession= ART 2.05| [ 56.3%] 18.0% 10.70%
carte_bleue=oui 0.11| [ 26.8 %] 95.0% 94.70%|pea=non 211 [ 467 %] 717 % 61.30%|pea=oui 1.65( [ 41.4%] 48.0% 38.70%
epargne= moyenne -0.05| [ 26.5%] 65.0% 65.30%|profession= INT 1.85[ [ 55.2%] 26.7% 19.30%|profession= INT 1.46( [ 44.8%] 26.0% 19.30%
carte_bleue=non -0.11| [ 25.0%] 5.0% 5.30%|carte_bleue=oui 0.89| [ 40.8 %] 96.7 % 94.70%|carte_bleue=non 1.02| [ 50.0%] 8.0% 5.30%
pea=non -0.58| [ 25.0 %] 57.5% 61.30%|profession= ART 032| [ 43.8%] 11.7% 10.70%|epargne= elevee 0.27| [ 35.1%] 26.0% 24.70%
profession= AGR -163| [ 0.0%] 0.0% 4.70%|epargne= moyenne -0.07| [ 39.8 %] 65.0% 65.30%|epargne= moyenne 0.12]| [ 33.7%] 66.0% 65.30%
profession=INA -2.27| [ 0.0%] 0.0% 8.70%|profession= OUV -0.1| [ 389%] 11.7% 12.00%|epargne=faible -0.58| [ 26.7%] 8.0% 10.00%
epargne=faible -2.45( [ 0.0%] 0.0% 10.00%|carte_bleue=non -0.89| [ 25.0%] 3.3% 5.30%|carte_bleue=oui -1.02| [ 32.4%] 92.0% 94.70%
profession= ART -2.54] [ 0.0%] 0.0% 10.70%|epargne= elevee -1.85( [ 27.0%] 16.7% 24.70%|profession= EMP -1.35([ 22.2%] 12.0% 18.00%
profession=0UV 2721 [ 0.0%] 0.0% 12.00%|profession=INA -1.89| [ 15.4%] 33% 8.70%|pea=non -1.65| [ 28.3%] 52.0% 61.30%
profession= EMP -3.45( [ 0.0%] 0.0% 18.00%|pea=oui -2.11) [ 293 %] 283 % 38.70%|profession= AGR -191| [ 0.0%] 0.0% 4.70%
profession= INT 36| [ 0.0%] 0.0% 19.30%|profession= CAD -6.01| [ 0.0%] 0.0% 26.70%|profession= CAD 5.2 [ 0.0%] 0.0% 26.70%

Figure 8 — Characterization of the clusters - Comparison of the global and conditional means and frequencies
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We detail below the description of the first cluster.

o The mean of REVENU (income) in the whole dataset is 9.89, the standard deviation is 0.92. In the
first group, the mean and the standard deviation become respectively 11.29 and 0.40. To
appreciate the gap between the means, we calculate the TEST VALUE which is similar to the
Student's t statistic (this is not the true Student’s t-test because the samples are not independent
here). For a 0.05 significance level, the gap is statistically significant if it is lower than -2 or upper
than +2 (approximately). We observe that people in this group have a higher income than the
whole population (TEST VALUE = 11.29).

e The mean of SCORE is 70.20 for the whole population; it is equal to 78.60 in this group. The
difference is also significant (TEST VALUE = 4.1). That means that the customer advisor has a
positive opinion - on average - of the individuals in this group. This is not really surprising. The
banker is interested by the people who have high income.

e About the categorical variables, we observe that the proportion of the executive people
(Profession = CAD) is 26.7%. In this group, we have only executive people (proportion = 100%). In
addition, we observe also that all the executive people in the whole dataset are gathered in this
group (recall = 100%). This overrepresentation is highlighted by a high TEST VALUE = 12.21 (it

compares the proportions in the case of categorical variables).

We can summarize the main characteristics of each cluster as follows.

Cluster Characteristics

Group 1 This group corresponds to the people with high incomes [INCOME], which
interest the bank [SCORE]. These are customers fairly recent [ANCIENNETE is
SENIORITY] which are executives [PROFESSION = CAD], with a slightly higher
savings in average [SAVINGS = HIGH]. In short, these are the customers with

high potential, to whom perhaps the bank can promote new products.

Group 2 Those are recent young customers who do not really interest banker (TEST
VALUE of SCORE = -1.45). Employees (Profession = EMP) and farmers (AGR)
are overrepresented. They do not have much savings. In short, they have a

little potential for the banker.

Group 3 Those are the traditional customers (old, high seniority) that do not interest
at all the banker (TEST VALUE of SCORE = -2.33). They have low incomes, but

they are about average for the savings.

Note: We can get a similar interpretation by studying directly the results tables of the factor analysis

of mixed data. But the reading requires a better experience of this kind of approach’.

7 http://data-mining-tutorials.blogspot.fr/2013/03/factor-analysis-for-mixed-data.html
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3.6 Classifying a new instance

We want to associate a new individual @ with one of the groups. Here are its observed values on the
active variables.

age

anciennete

profession

revenu

epargne

carte_bleue

pea

55

22

INT

10.035

moyenne

Ooul

non

Step 1: Calculating the factor scores. We use the factor scores coefficients (Figure 3) provided by the
AFDM (factor analysis for mixed data) to compute the coordinates of the instance into the first
factorial map. We use the parameters (mean and scale) for the standardization of the value before
applying the coefficients. For the categorical attributes, we use the corresponding dummy variable

(e.g. for "pea = non", we set 1 for the corresponding dummy variable, O for the other ones).

We detail below the calculation for the first component.

. 01208445 35740553388 _ (1100 2213286667 oo 00266667
43763 0.516398
0190155 x 170193333 ) 100en6, 07012 011651, 170613333
0.439697 0.34641 0.783156
1 0.014674 x 2~ 0386667
0621825
= _0.453

We obtain the coordinates of the instance into the first factorial map (F;: -0.453, F,: 1.618). It seems

that this new individual belongs rather to the third cluster when we observe the scatter plot (Figure 9).

Step 2: Computing the distance to the clusters' centroid G,. We use the cluster centroids table (Figure
6) to detect the closest centroid. Below, we calculate the Euclidian distance between the new instance

(X1) AFDM_1_Axis_1 vs. (X2) AFDM_1_Axis_2 by (Y) Cluster_HAC_1
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Figure 9 - Positioning the new instance within the existing instances

and the centroid of the first cluster.
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d2(G,) = (~0.453 - 2.248331)” + (1.618 + 0.005645)2 = 9.934

So, we obtain 3 distance values: d*(G,) = 9.934 ; d?(G,) = 6.985 ; d?(Gs) = 0.257. Clearly, the centroid of
the 3rd group is the closest (Figure 10). This additional individual may be associated to this cluster.
This is not surprising in the light of its characteristics: age and seniority are substantially higher than

the average; this is a traditional customer of the Bank.

(X1) AFDM_1_Axis_1 vs. (X2) AFDM_1_Axis_2 by (Y) Cluster_HAC_1
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Figure 10 - Positioning the new instance within the centroids

4 Clustering for mixed data using R

The factor analysis for mixed data is available in several R packages. Below, we perform the same
analysis using the dudi.mix() procedure (ade4 package) for the factor analysis, and using the well-

known hclust() procedure (stats package) for the clustering analysis. Here is the R program.

#loading the data file using the xlsx package

library (xlsx)

bank <- read.xlsx(file="BankCustomer.xls", sheetIndex=1,header=T)
fdescriptive statistics

summary (bank)

#active variables

bank.active <- bank[,1:7]

#loading the ade4 package

library (aded)

#AFDM: Factorial Analysis for Mixed Data

#we select the 2 first components

bank.afdm <- dudi.mix (bank.active,scannf=F,nf=2)
#displaying the factor scores for the 5 first instances
print (head (bank.afdm$1li, 5))

#euclidian distance between instances

dist.afdm <- dist (bank.afdm$li[,1:2],method="euclidian")
#square of the distance for the Ward’s method
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#voir http://en.wikipedia.org/wiki/Ward’s method
dist.afdm <- dist.afdm”2

fhierarchical agglomerative clustering from
#the square distance matrix

bank.tree <- heclust(dist.afdm,method="ward")
plot (bank.tree)

#fcutting the dendrogram: k = 3 clusters
bank.clusters <- cutree (bank.tree, k=3)
fcounting the instances into each cluster
table (bank.clusters)

#first factorial map

#fcolouring the points according to the cluster membership

plot(bank.afdm$li[,1],bank.afdm$li[,2],col=c("red","yellow","green")[bank.clusters])
#fcalculating the mean of the SCORE variable within each cluster
print (aggregate (x=bank$score,by=1ist (bank.clusters), FUN=mean) )

Below, we detail the results at each step.

Factor scores of individuals. We observe below the factor scores for the 5 first individuals. Because the
tools are based on the same underlying algorithm, we obtain the same values as Tanagra (Figure 4).

The sign is different for the 2nd component, but the proximity between the instances is the same.

> print (head (bank.afdms1i, 5))
Bxisl Bxisd
1.8483643 0.7547039
-0.6490631 -0.5838959%
2596491 0.1864582
1.9920786 1.1707646
-0.1858365 0.2653832

ok Wk
|
=

Dendrogram. The hclust() procedure uses the square of the distance matrix for the Ward's approach.

Obviously, the splitting into three groups is relevant.

Cluster Dendrogram
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hclust (%, "ward")
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Cluster sizes. The cluster sizes are the same as Tanagra (Figure 5), before the relocation process of this

last one.

> table (bank.clusters)
bank.clusters

1 2 3

39 56 55

Visualizing the groups. The first group is well separated to the others on the first component. The

second component enables to distinguish the 2nd and the 3rd groups.
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bank.afdm$li[, 1]

Mean of the SCORE variable according to the groups. The results are consistent with those of Tanagra
(Figure 8). The SCORE assigned by the bank advisor is really different according to the groups. They are
consistent (with Tanagra) but slightly different because R does not reprocess the results by assigning

each instance to the cluster with the closest centroid.

> print (aggregate (x=bankszcore,by=lizst (bank.clu=sters) , FUN=mean) )
Group.1 b4

1 1 78.64103

2 2 B6.62500

3 3 67.85455

5 Conclusion

Dealing a dataset with mixed variables is a usual circumstance in real studies. In this paper, we show
how to perform a clustering process in that situation. The approach is based on the tandem analysis
scheme: first, we perform a factor analysis for mixed data to compute the factor scores of the
individuals; second, we use theses coordinates to perform a standard clustering algorithm. The results
are relevant. In addition, we can use the solution for detecting the cluster that we can associate to a

new unseen instance.
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