Didacticiel - Etudes de cas R.R.

1 Topic
“Filter” approaches for the selection of discrete predictors in supervised learning.

The nature of the predictors’ selection process has changed considerably. Previously, works in
machine learning concentrated on the research of the best subset of features for a learning
classifier, in the context where the number of candidate features was rather reduced and the
computing time was not a major constraint. Today, it is common to deal with datasets comprising
thousands of descriptors. Consequently, the problem of feature selection always consists in finding
the most relevant subset of predictors but by introducing a new strong constraint: the computing
time must remain reasonable.

There are 3 main feature selection approaches in supervised learning context. The first one is the
embedded methods. The selection process is incorporated into the learning algorithms.
Particularly, the criterion used for the selection of the variable is the same that the one used for the
construction of the model. For instance, in the decision tree induction, the selection of a variable for
splitting on a node is based on the entropy gain. And the construction of the whole tree can be
viewed as a global maximization of entropy gain (the leaves of the tree vs. the root node). The
second one is the wrapper approach. Wrapper uses the learning algorithm as a black box to select
the best subset of features. It uses cross-validation to compare the error rate of the candidate
subsets. Even if it can be very powerful in many cases, it presents two major disadvantages: it
requires more computational resources because the learning process is repeatedly called, therefore
it is not really suitable when the number of predictors is very large; the repeated use of cross-
validation on a single dataset can lead to growth of the probability of overfitting i.e. finding
solutions that performs well only on our dataset. The last one is the filter approach. It consists in
selecting in an independent way, with ad hoc criterion, the best subset of features. Very efficient
approaches were developed. They make it possible to treat quickly a dataset containing a large
number of variables. In spite of its recognized qualities, this approach is based nevertheless on a
strong conjecture which is not always well controlled: the subset of features selected by the filtering
method would be most powerful whatever the characteristics of the subsequent learning algorithm
implemented. Yet, empirical studies show that this approach is efficient, even if the subsequent
supervised learning algorithm incorporates embedded feature selection techniques (e.g. decision
tree induction).

In this tutorial, we are interested in correlation based filter approaches for discrete predictors. The
goal is to highlight the most relevant subset of predictors which are highly correlated with the target
attribute and, in the same time, which are weakly correlated between them i.e. which are not
redundant. To evaluate the behavior of the various methods, we use an artificial dataset where we
add irrelevant and redundant candidate variables. Then, we perform a feature selection based on
the approaches analyzed. We compare the generalization error rate of the naive bayes classifier
learned from the various subsets of selected variables. We lead the experimentation with Tanagra in
a first time. Then, in a second time, we show how to perform the same analysis with other tools
(Weka 3.6.0, Orange 2.0b, RapidMiner 4.6.0 and R 2.9.2 — package FSelector).
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2 Correlation based filter method for feature selection

The process is based on the measurement of the association between variables. We use the generic
term "correlation" even if we handle discrete variables.

2.1 Correlation between discrete variables

2.1.1  Measuring the association

The measure of association between two discrete variables is computed from the contingency table

formed from these variables. Let Y the target attribute {yl,...,yk yeros Vi }, X e {x1 ,...,x,,...,xL} is

the predictor. We use the following notation.

Y\X |y, x, | o | x s

Vi

yk nkl nk.

Yk

> n, n
nk[ n nl

. . . — _ k. _ "
We compute various relative frequencies: Py = i Pr. = i Pi=—.
n n n

The mutual information measures the mutual dependence between two variables:
Pu
I(Y,X)=)> p, xlog, ——
k1 Pi.*xDP,

Let H(Y) [resp. H(X)] the marginal entropy of Y (resp. X), it measures the uncertainty about the
variable. It can be considered also as a measure of dispersion. We have:

HY)=-)p,log, p,
k

We define the symmetrical uncertainty as follows:

Y2, =2 x ﬂ
n HY)+H((X)

It is defined into [0; 1]. In the numerator, we have a something like a covariance of the two variables.
In the denominator, we have something like the variances of the two variables. In a certain point of
view, the symmetrical uncertainty measure is similar to the Pearson's correlation coefficient.
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The measure is symmetrical. Perhaps in the prediction context, it is more suitable to use an
asymmetric measure. But, we do not forget that the same measure is used to evaluate the
redundancy between the predictors. Thus, this measure is well adapted for our task.

Numerical example. We illustrate the calculation of the measure on the dataset used in this tutorial.
We set "group" as target variable Y, “adoption-of-the-budget” as X. We obtain the following
contingency table.

Nombre de groupption-of-the-budget
group n other y Total
democrat 29 7 231 267
republican 142 4 22 168
Total 171 11 253 435
We divide all the values with the number of instances (n = 435)
Nombre de groupption-of-the-budget
group n other y Total
democrat 0.0667 0.0161 0.5310 0.6138
republican 0.3264 0.0092 0.0506 0.3862
Total 0.3931 0.0253 0.5816 1.0000
For the mutual information, we have
1(Y, X)=0.0667xlog, __ 00667 +---+0.0506x1log, _ 00506
0.3931x0.6138 0.5816%x0.3862

=0.4323
For the marginal entropy of Y

H(Y)=-]0.6138xlog, 0.6138+0.3862xlog, 0.3862]=0.9623

And H(X)
H(X)=-[0.3931xlog, 0.3931+0.0253x log, 0.0253 +0.5816x log, 0.5816]=1.1184

Thus, we obtain
1Y, X) [ 0.4323 }
p: Xl ————mm | = Xl
HY)+H(X) 0.9623+1.1184
=0.4155

2.1.2  Testing the significance of the association

When the variables are independent, we have p = o. The larger is the value of p, the higher is the
dependency. But, we do not know starting from which value we can consider that the association is
significant. We must use a statistical hypothesis testing scheme for that.

We define the test statistic
G=2xnxIn(2)xI(Y,X)
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It follows a (chi-squared) g~ distribution with (K —1)x (L —1) degrees of freedom under the
hypothesis of independence between Y and X (null hypothesis). For the significance level «, the
critical region of the test is defined as G > ;(f_a, where le_a is the percentile of the chi-squared

distribution. Another way to define the critical region is to compare the p-value (p.) to the
significance level.

Numerical example. For the analysis above, we obtain
G=2xnxIn(2)xI(Y,X)
=2x435x1In(2)x0.4323
=260.7046
Using the ;(2 distribution with (3-1) x (2-1) = 2 degrees of freedom, we obtain the p-value

p. =3.16x107° =~ 0. The association is very significant.

Note: The measured association is almost always significant when we deal with a large dataset. This
test of significance is not really useful in the data mining context. What matters most is that we can use
the p indicator to detect the interesting predictors and to rank them.

2.1.3  Testing the significance (again)

Another way to assess the significance of the association is to use the normal approximation of the
distribution of p. This approach is more conservative (it favors the null hypothesis). But, it enables to
compute the confidence interval of the measure.

Let

H(Y,X) :_Zzpkl xlog, p;,
k1

The standard error can be obtained from*

H(Y,X)xlogz(nk' in"j—[H(Y)JrH(X)]xlogz(nk’ﬂ
n n

n’ x[HY)+H(X)]

nkl|:
2
o, =4xQ.D,

ko1
Under the null hypothesis, the standard error becomes

3 S, x [mgz (nk. xn, Hz [HOH+HX) -HY, X))

T nxn,, n

7, (0)=4x n’ x[HY)+H(X)[

The critical region is defined as follows

* http://v8doc.sas.com/sashtml/stat/chap28/sect20.htm
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u,_, is the quantile of the Gaussian distribution.

—-a

Numerical example. With our example above, we have H(Y, X) = 1.6484 ; we compute the squared
of the standard error

o2 = 4x1626.6563 _6506.6252
7 4357 x[0.9623+1.1184]"  3546865.1306

=0.0018

The confidence interval at (2- o) = 95% confidence level is

Lo TUy g X O-pJ
[0.415544 —1.96 % 0.0428 ; 0.415544 +1.96 % 0.0428]
[0.3316 ; 0.4995]

To assess the significance, we compute the standard error under the null hypothesis

450.7425 — (0.9623+1.1184 —1.6484)’

o2 (0) = 4x 435 = 0.0022
ol 4357 x[0.9623 +1.1184]

We reject the null hypothesis at the significance level a because

p_ 041584 ¢ o595, —1.6449

c,(0)  0.0469

According to the hypothesis testing based on the chi-squared distribution, we conclude that the
association between “group” and “adoption-of-budget” is statistically significant.

2.2 “Ranking” approaches based on the correlation measure

The ranking approach is based only on the association with the target attribute. It does not take into
account the redundancies between the predictors. Roughly, we compute the correlation of each
predictor with the target attribute. Then, we rank them in a decreasing order according p. To
determine the right number of predictors, we can test their significance. But, we note that this
strategy tends to select too many predictors. Empirical strategy such as detecting the sudden
decreasing of the measurement, or directly specify the number of desired predictors can be used.

In our dataset, we observe the correlation of the 20 "best" predictors with the target attribute. All
are significant. We note however that the decreasing is notable after the first predictor, after the
second predictor, and after the 14-th predictor. These are elements that can help us choose the
relevant subset of predictors.

But the main drawback of this approach is the total lack of consideration of redundancy. In fact, if
the best (the most correlated with the target attribute) predictor is duplicated 10 times, all will be
selected. It is really a problem, especially when we have to deal with data sets containing a large
number of redundant variables.
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Calculations details

M* Attribute Values
1 physician-fee-freeze 3
2 corr_physician-fee-freeze 3
3 adoption-of-the-budget 3
4 el-salvador-aid 3
5 corr_adoption-of-the-budget-re 3
6 corr_el-salvador-aid 3
7 education-spending 3
8 aid-to-nicaraguan-contras 3
9 crime 3
10 corr_aid-to-nicaraguan-contras 3
11 corr_crime 3
12 mc-missie 3
13 corr_education-spending 3
14 corr_mx-missile 3
15 superfund-right-to-sue 3
16 duty-free-exports 3
17 corr_duty-free-exports 3
18 anti-satellite-test-ban 3
19 corr_superfund-right-to-sue 3
20 corr_anti-satellite-test-ban 3

2.3 Handling feature redundancy

Statistic

0.708862

0.540679

0.415544

0.394048

0.371640

0.366040

0.333286

0.319763

0.313738

0.288226

0.287527

0.2822R2

0.273481

0.269553

0.205050

0.19732h

0.194450

0.186272

0.179718

0.160502

Statistic (Histogram)

p-value

0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000

0.000000

In this section, we present the methods which take into account the redundancy between the

predictors. The selected subset must be as parsimonious as possible.

So we need to combine

appropriately the correlation of predictors with the target variable on the one hand, and cross-

correlations between selected variables on the other hand.

2.3.1  The CFS approach

The CFS? method is based on the “merit” criterion. It evaluates globally the efficiency of a set of

predictors, by realizing the trade-off between the relevance (according to the target attribute) and

the redundancy (between the predictors).

merit =

mxp,,

\/m+m><(m—l)x,5x,x

* M. Hall, S. Lloyd, «Feature subset selection: a correlation based filter approach », in 1997 Int. Conf. On

Neural Information Processing and Intelligent Information Systems, pp/ 855-858, Springer, 1997.
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Where p, isthe mean of the correlation of the selected predictors and the target attribute; p,

is the mean of the correlation between the predictors.

Thus, the selection problem becomes an optimization problem. We must detect the subset which
maximizes the MERIT criterion. We can use simple greedy strategies (stepwise approaches, forward
or backward) or sophisticated ones (e.g. genetic algorithms, simulated annealing, etc.). In practice, a
greedy approach, by smoothing the exploration of space of solutions, is enough. It avoids the
overfitting.

Complexity of the algorithm. In the forward approach, the calculations of all the correlations can
be made on one pass over the database. But, the selection of the best subset is quadratic in relation
to the number of candidate predictors. Thus, this approach is especially convenient on a dataset
with a large number of instances, but a moderate number of predictors. Otherwise, when the
number of descriptors is very large, calculation and memory storage of all cross-correlations become
a problem. It is more advantageous to calculate the correlations on the fly. The experiments show
that the number of predictors finally selected is often small.

2.3.2 The MIFS approach

The MIFS (Mutual Information Feature Selection) algorithm uses a forward selection (Battiti, 1994)3.
At each step, the predictor X which maximizes the following criterion is added (Z is the set of
predictors already selected)

I(Y,XIM)=1(Y,X)~ B ZI(X,Z)

ZeM

The search is stopped when we cannot improve the measure i.e. the last best predictor X* is such as
I(Y,X */M)<0.The algorithm is quadratic in relation to the number of candidate predictors.

MIFS is not really better than CFS. In addition, it depends heavily on the B parameter. This is an
advantage in some circumstances because we can adapt it to the problem characteristics. But in
practice, it is not easy to set the good value according to the dataset.

2.3.3 The FCBF approach

FCBF (Yu and Liu, ICML 2003) uses also the symmetrical uncertainty measure. But the search
algorithm is very different. It is based on the “predominance” idea. The correlation between an
attribute X* and the target Y is predominant if and only if

Py 20et VX(X#X*),p o <P,

Concretely, a predictor is interesting if its correlation with the target attribute is significant (delta is
the parameter which allows to assess this one); there is no other predictor which is more strongly
correlated to it.

3 R. Battiti, «Using mutual information for selecting features in supervised neural net learning», IEEE
Transactions on Neural Networks, 5(4) : 537-550, 1994.
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Based on this idea, the authors propose a search algorithm which runs in quasilinear time.

1. S is the set of candidate predictors, M = J is the set of selected predictors

2. Searching X* (among S) which maximizes its correlation with Y = pyx*
3. If pyx* 25, add X* into M and remove X* from S

4. Remove also from S all the variables X such as O, .« Zpyx* (Very important !)

5. If S #J then GOTO (2), else END of the algorithm

This approach is very useful when we deal with a dataset containing a very large number of
candidate predictors. About the ability to detect the "best" subset of predictors, as we will see in this
tutorial, we note that it is similar to CFS.

2.3.4 The MODTREE approach

The MODTREE (Rakotomalala and Lallich, 2002)* is based also on the ideas of relevance and
redundancy. But it uses a different correlation measure. Using the principle of pairwise comparison,
the correlation between to attributes is computed as follows:

- 81182 — 8128 _where

e xg, xg, xg,

1
o gn:EZZné
k1
1
* g122522”k1(”k._”k1)
k1

* g . =81t8n

1
* gy :Ezznkl(n,l _nkl)
k1
1
° gzz:Ezznkl(n_nk._n,l"'nkz)
k1
* 8 =&n1tE&x»
* g,=81718&xn
* 8,=8»1t8x»

Even if it is based on the pairwise comparison, the measure is computed in a linear time according to
the number of instances. Thus, it is operational when we deal with very large dataset.

To implement the forward search, the partial correlation between Y and X, by controlling a third
variable Z, is defined as follows (http://en.wikipedia.org/wiki/Partial_correlation)

* Rakotomalala R., Lallich S., "Construction d'arbres de décision par optimisation", Revue Extraction des
Connaissances et Apprentissage, vol. 16, n°6/2002, pp.685-703, 2002.
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r —I" XI"
X y.z
7’ pg)

)

When m predictors M = {Z,,..., Z,,} are already selected, the partial correlation becomes

ryx/zl 1 ryz /z;... erz /2y.c.Zp g

ry,x/zl...zm -
\/(1 rZ /Zl mlx_ me/Zl )

Like CFS and MIFS, the search algorithm is quadratic according to the number of candidate

predictors. We observe that we must compute all the cross-correlations between the predictors.
And we must update them each time we select a predictor i.e. adding a predictor into M.

We use the following stopping rule: we do not select a new predictor at the step (m+1) if the best
attribute meets to the condition

1

n—m

v <

%
v.x*¥ z...z,

MODTREE is very similar to CFS and FCBF concerning to the ability to detect the best subset of
predictors.

Numerical example. We detail the partial correlation mechanism with some variables of our dataset
(Y = «group», X1 = «physician fee freeze», X2 = «adoption-of-budget», X3 = «education
spending »).

First, we calculate the correlation
/’—\\
¥ x ’r ‘\ rt
!

\
adoption-of-the-budget physician-fee-freeze 0.5328 0.2838

adoption-of-the-budget education-spending ll 0,405 “| 0. 1604

adoption-of-the-budget group : 0.5464 : 0.2936

physician-fee-freeze  education-spending I\ 0.4529 ,ll 0.2051

physician-fee-freeze Eroup ‘\‘ 0.30%7 ,’ 0.6554

education-spending group \\\1:'.4545,/ 0.2066
~ - ,/

Y, Xa)|r,, = 0.8097|, X1 is the most correlated with Y.

(Y, X2 | X1) Now, we characterize the additional information given by X2 about Y, by controlling the
first variable X1. Because = 0.5328 and r, = 0.5464, we obtain

_ 0.5464—-0.8097x0.5328 09316

J(1-0.8097* f1-0.5328?)

I/'y X /X

The association is less strong because X2 is both correlated with X1 and Y.
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(Y, X3 /| X2, X2) If we want to characterize the association between Y and X3, by controlling
simultaneously X1 and X2, we must compute before

v, —r, . Xr -
_ T Tl XM 0.4545-0.8097x0.4529 ~0.1678

i Ji=r2 Yi-r2,) 1-08097)1-0.4529?)

r -7 Xr —
_ X5 ,X3 Xo,X] X3,X) — 0'4005 0'5328 X 04529 = 0.21 10

e i) i-osasi-oas)

Then, we can calculate the second order partial correlation.

Pyt Ty * T i 0.1678—-0.2316x0.2110 ~0.1251

ry,X3/xl - i \/(1 - ryz,xz/xl xl o rx23,x2/x1 ) \/(1 o 023 1 62 Xl - 021 102 )

3 Dataset

To analyze the behavior of the methods presented here, we use the famous "congress vote" dataset
(http://archive.ics.uci.edu/ml/datasets/Congressional+Voting+Records). But we have modified the

dataset characteristics by adding new predictors. We have duplicated twice the original predictors
by using the following principle:

1. For each variable X, we generate "noise_X" which have (approximately) the same values
distribution, but which is not correlated to X.

For instance, about the variable “adoption-of-budget”, we observe that the relative frequencies are

very similar.
Nombre de adoption-of-the-budget Nombre de noise adoption-of-the-budget-re
adoption-of-the-budget Total noise_adoption-of-the-budget-re Total
n 39.31% n 39.77%
other 2.53% other 4.60%
y 58.16% y 55.63%
Total 100.00% Total 100.00%

But the variables are unrelated as we can see with the chi-square test for independence.

Rowe (Y) Column (X} Statistical indicator Cross-tab
st vawe  y  other  n sum
af 4 AN %0 9 72 171
Tschuprowst  0.054835 [y 147 1 95 253
Cramer's v 0.054835 lother 5 0 & 11
Phi 0,006014 | Sum 242 20 173 435
adoption-of-the-budget neoise_adoption-of-the-budget-r Chi? (p-valug) (06240
Lambda 0.000000
0.0030
IED([ETE {0.6249)
UR/C) 0.0045
(p-value) {0.5485)
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2. For each variable X, we have generated “corr_X" which is highly correlated to X, independently
to the target attribute Y. In our experimentation, the probability that X and corr_X have the
same value is (approximately) 97%.

About “adoption-of-budget”, the result of the chi-square test for independence shows the strong

association.
Row (Y} Column X} Statistical indicator Cross-tab
| st vawe  ny  other  Sum
daf 4 N 165 6 0 171
Tschuprow'st  0.978187 - 3 250 0 253
Cramer's v 0.978187 [other 0 0 11 11
Phiz 1.913699 | Sum 168 256 11 435
adoption-of-the-budget corr_adoption-of-the-budeetrq cpa ooy ey 83%.46
(0,000
Lambda 0.950549
0.9201
T -value:
EREETS {0.0000)
U(RIC) 0.8710
{p-value) {0.0000)

The purpose of this tutorial is to show the ability of algorithms for filtering predictors: (1) to
identify those that are most effective among the original descriptors; (2) to remove the noisy
attributes (noise_ " ); (3) not to be misled by the lures that are redundant variables (corr_) i.e.
preferring X to corr_X during selection. To avoid too restrictive selection, we evaluate the
subset of selected predictors by implementing them in a naive bayes classifier. Indeed, we must
select a small number of variables, but they must enable to build an efficient classifier.

4 Filtering approaches with Tanagra

4.1 Learning and assessing the model with all the predictors

In a first step, we learn the model (naive bayes classifier®) using all the predictors (16 x 3 = 48). We
estimate the generalization error rate using the bootstrap®.

4.1.1  Importing the dataset

We create a new diagram by clicking on the FILE /| NEW menu. We select the data file
“vote_for_feature_selection.txt".

> http://data-mining-tutorials.blogspot.com/2010/07/naive-bayes-classifier-for-discrete.html

® http://data-mining-tutorials.blogspot.com/2009/07/resampling-methods-for-error-estimation.html
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#i Choose your dataset and start download

¥ TANAGRA 1.436

Filwnt

O M|

Diagram title :
Default title

Diata mining diagram file name -

E=TIEn>)

|D \DataMining\Databases_for_mining\dataset_for_s

Dataset (*.txt,*.arff,* xls) :

=

~~N

[ OK ][ Cancel ” Help ]
ﬂ Tanagra (]
Regarder dans feature_selection - & T N E
I Nom Date de m... Type Taille és
el protein

Emplacements
récents

Relieff
| vote_for_feature_selection.tt

Data visualization Statistics Monparan Bureau
Feature selection Regression Facto -
Spv learning Meta-spv learning Spv learn 'll il
Maison
@Correlation scatterplot EScatterplot with label
Export dataset View dataset :bl'
E;Scatterplot E_';View multiple scatterplot Omm:teu,
. Nom du fichier :
F e

vote_for_feature_selection td

- Ouvrir

[Textfile

-] [ Annuler I

T

.

435 instances and 49 variables (1 target + 48 predictors) are available.

E Dataset (vote_for_feature_selection.bd)

f=i= =

Dataset description

49 attribute(s)
435 example(s)

I

4|

Attribute Category Informations
handicapped-infants Discrete 3 values
water-praject-cost-sharin Discrete 3 values
adoption-of-the-budget-re Discrete 3 values
physician-fee-freeze Discrete 3 values Y

g

4.1.2  Learning phase

We want to learn the naive bayes classifier using all the predictors. The DEFINE STATUS component
enables us to specify the target attribute and the predictors (input attributes).

14 octobre 2010

Page 12 sur 25



Didacticiel - Etudes de cas

TANAGRA 1.4.36

SR W Define attribui T~

File Diagram_ Com T
“u P{ Parameters| \
Do @ %) N v

Drefault \KM‘M\ Target Input | lllustrative

— D corr_religious-groupse group
=-EF Dataset (vote_for_feature, D corr_anti-satellte-test-b T —
ﬁ:& Define status 1 D corr_sid-to-nicaraguan- I-I'I

D corr_mx-missile
D corr_immigration

D corr_synfuels-corporatic - \\

D corr_education-spendir

D corr_export-administrat
(o P |
== Parameters

D corr_superfund-right-to-
D corr_crime
D corr_duty-free-exports H Define attribute statuses # n -

il ;Eﬁl ﬁl Cle: Attributes
[0

| Compt
Il Data visualization | Statistics | Monparametric ¢
Feature selection | Regression | Factorial ani

Spv learning | Meta-spv learning | Spv learning ass

@ Correlation scatterplot EScatterplot with label

Targetl Input |Hlus1.ratme|
handicapped-infants -
water-project-cost-sharin

adoption-of-the-budget-re S
physician-fee-freeze

m

el-salvador-aid

religious-groups-in-schoo
anti-satellite-test-ban |
aid-to-nicaraguan-contras

mx-missile |
immigration

synfuels-corporation-cutb |
education-spending

superfund-right-te-sue -

Export dataset View dataset ilil ﬁl

[ clearal | [Clearselested |

EScatterplot E_';View multiple scatterplot

[ ok || cancel ][ Hew |

We add the NAIVE BAYES (SUPERVISED LEARNING tab) into the diagram. We click on the

contextual VIEW menu. We obtain the following classifier.

!! TANAGRA 1.4.36 - [Supenfised Learning 1 (Naive bayes]] — i Al

EFile Diagram Component Window Help

[=1=]x]

0w H|

Deefault tile |

== Dataset (vote_for_feature_selection.txt)

------ Supervised Learning 1 {Naive bayes)

Parameters...

Supervised parameters..,

Execute

View -

Classifier performances

= £ Define status 1 e s

Values prediction -
—

Confusion matrix

| —replbfican 0.9286  0.1613 [republican 156 12 168
-
- democrat 0.8876  0.0482 |demoerat| 30 237 267

- 186 249 435

I

\ Components
fl DataNgsualization | Statistics | Monparametric statistics | Instance selection | Feature construction |
Feature delection | Regression | Factorial analysis | PLS | Clustering |
Spv learnin | Meta-spv learning | Spv learning assessment | Scoring | Association |
]_—, K-NM 33' Multilayer perceptron &{ PLS-DA 3:" Radial basis function ]‘_’:ﬁ‘a;SVM
]'_S'Q'_.?f;Linear discriminant analys 1"!-xMultinom1'al Logistic Regression IﬁPLS—LDA &, Rnd Tree
# Log-Reg TRIRLS s Maive bayes ]9_-, Prototype-NN 'Z Rule Induction
4 ] 3

The resubstitution error rate is 9.66%. We know that it is often optim

4.1.3  Using the bootstrap to estimate the generalization error rate

istic.

We use the bootstrap approach to estimate the generalization error rate. We add the BOOTSTRAP
component (SPV LEARNING ASSESSMENT tab) into the diagram. We click on the VIEW menu.
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.............. ——
E TAMNAGRA 1.4.36 - [Bootstrap 1]
. oo onp

EFile Diagram Component Window Help

Do B

= Dataset (vote_for_feature_selection.txt) Replications : 25

=%y Define status 1

Detaul e | R - |

- EHE Bootstrap 1

{2 Supenised Learing 1 (Nav bayes Lo e

Parameters... Boostrap error estimation
——m—————== == -~
Execute P Error rate ~\§l B
View i 632+ bootstrap 0.0994
.632 bootstrap 0.0994
Resubstitution 0.0966
Aac bock ook AET. T i
\ Components
fl Data visualizatio | Statistics | Monparametric statistics | Instance selection | Feature construction |
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | Meta-spy learning | | Spv learning assessment | Scoring | Association |
E?EBiasavariancedy;{osiﬁon -3 Hosmer Lemeshow Test PrliTest
E?E Bootstrap IHE Leave-One-Out H?HTrain—test
E?ECrosswaljdaﬁon = Logistic Regression Residuals

The "true" generalization error rate is 9.94%. This is the reference used in our study. We try to
remove the irrelevant and redundant variables without decreasing the performance of the resulting

classifier i.e. the classifier learned from the selected variables.
4.2 The behavior of the filtering approaches

4.2.1 “Ranking” approach

We add the FEATURE RANKING (FEATURE SELECTION tab) into the diagram. We use the
symmetrical uncertainty in order to rank the classifier. Only the predictors which are significantly

correlated to the target attribute are selected (a = 0.001).

EFile Diagram Component Window Help

0w H|

Feature ranking parameter

D efault title:

Parameters

=& Dataset (vote_for_feature_selection.txt)
¥y Define status 1

- |I| Supervised Learning 1 {Naive bayes)

Criterion : Symmetrical uncertainty

Stopping rule

Feature ranking 1 > @ pvalue thresold

0.001
Parameters... i
() Statistic thresold 0.3 E—
Execute _
() Best attributes (according Statistic) 10 E
View
) Max. Statistic gap
S
\ Lo
| Data visualization | Statistics | Monparametri( [ oK “ o “ Help ]
Feature selection | | Factorial ammy== T = T ST T
Spv learning | ning | Spv learning assessment | Scoring | Aszociation |
7 Backward-logit 4] FCEF filtering % Forward-logit |2 ReliefF |¢" Stepdisc
@ CFS filtering E]] Feature ranking MIFS filtering m Remove constant
1‘:‘ Define status }= | Fisher filtering @ MODTree filtering s, Runs filtering
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We click on the VEW menu. The ranking method highlights 28 predictors. The original and the
correlated attributes come together. The approach does not handle the redundancy problem. But,

none noisy attribute are inserted into the selected subset. The relevance is rightly treated.

tl

A
¥ TANAGRA 1.4.36 - [Feature ranking 1] 4 o E= R
E File Diagram Component Window Help - | =
(= Y
Default title . . -
— ; Calculations details
=-[F] Dataset {vote_for_feature_selection.txt)
=2 1':‘ Define status 1 N® Attribute Values Statistic Statistic {Histogram) p-value
E'E‘ supervised Learning 1 (Naive bayes| 1 physician-fee-freeze 3 0.708862 0.000000
EUE Bootstrap 1 ?
E]j Feature ranking 1 2 corr_physician-fee-freeze 3 0.540679 0.000000 |£|
Parameters... 3 adoption-of-the-budget-re 3 0.415544 0.000000
Execute a 4 el-salvador-aid 3 0.394048 0.000000
= -
View 5 corr_adoption-of-the-budget-re 3 0.371640 0.000000
& corr_el-salvador-aid 3 0.366040 0.000000 o
Components
DataVisualization Statistcs Monparametric statistics Instance selection Feature construction Feature selection
Factorial analysis PLS Clustering Spv learning Meta-spv learning
Spv learning a%gessment Scoring Association
. Backward-logit F FCEF filtering 2 Forward-logit [+ ReliefF [« Stepdisc
[ CFs filtering HI Feature ranking  [H MIFS filtering m Remove constant
1‘:‘ Define status [~ Fisher filtering mMODTree filktering &, Runs filtering
—— T
Another problem is the setting of the algorithm. The usual values for alpha (5%, 10%, ...) in the

hypothesis testing framework are not adapted.

We add again the NAIVE BAYES and the BOOTSTRAP. The bootstrap error rate of the model
computed from the selected attribute is 9.87%. Note: at each step of the bootstrap, the whole path
is executed i.e. we perform a feature ranking, and we learn the model from the selected attribute.

[ TANAGRA 1436 - [Bootstrap 2] - - SlE e

EFiIe Diagram  Component  Window Help
(= N1

D efault title:

- || =

Replications : 25

E|-- Dataset {vote_for_feature_selection.txt)
E|+:i Define status 1
E||I| Supervised Learning 1 (Maive bayes)
: i EHE Bootstrap 1
BE]] Feature ranking 1

Boostrap error estimation

E]] Feature ranking
b Fisher filtering

[H cFs filtering

%4 Define status

E MIFs filtering
HI MODTree filtering s, Runs filtering

EIII| Supervised Learning 2 {Maive bayes) Error rate
) B Bootstrap 2 = = = = = = = = [».632+ bootstrap 0.0987 £
.632 bootstrap 0.0987
Resubstitution 0.0966
Ave test set 0. 1000 :
Components
Data visualization Statistics Monparametric statistics Instance selection Feature construction
| Feature selecton Regression Factorial analysis PLS Clustering
Spv learning Meta-spv learning Spv learning assessment Scoring Association
¥, Backward-logit [ FCBF filtering ¥ Forward-logit [+ ReliefF |¢" Stepdisc

m Remove constant

-

We will replicate the same experimental approach for the other selection techniques.
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4£.2.2 CFS method

We insert the CFS FILTERING component (FEATURE SELECTION tab) into the diagram. We click on
the VIEW menu.

Only the «physician-fee-freeze » is selected (MERIT criterion

attributes are rejected.

—
ETANAG'RA 1.4.36 - [Bootstrap 3]
.y e .

—
ETANAG'RA 1.4.36 - [CFS ﬁ!pf-nng 1] " —— i " -
E File Diagram Component Window Help |_ ||5‘ H x|
Dw H| 5
Dfault fts ] =
[=-FF) Dataset (vote_for_feature_selection. txt) _
E":i Define status 1 SR i
--[#] Supervised Learning 1 (Naive bayes) Ater filtering 1
-f14 Bootstrap 1 . .
B . Keeped into INPUT selection
Hl Feature ranking 1
-[¥] Supervised Learning 2 (Naive bayes) Attributes
-1 Bootstrap 2 [ 1 physician-fee-freeze
- Hi CFs filtering 1 = = T
Calculations details
Selected attribute  MERIT(S)
physician-fee-freeze 0.708862 ti
Compenents |
Data visualization | Statistics | Monparametric statistcs | Instance selection |
Feature construction | I Feature selection | Regression | Factorial analysis | |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
", Backward-logit *:i Define status E]] Feature ranking I Forward-logit E MODTree filtering m Remove constant i
[H cFs filtering I FCEF filtering } Fisher filtering [l MIFS filtering [+ ReliefF s, Runs filtering
< i ] 3
|
i
oD

0.709). Both “corr” and “noise”

EFiIe Diagram Component Window Help

w HJ|

Deefault title:

[=-EF) Dataset (vote_for feature selection.xt)

B*:* Define status 1
: E‘ Supervised Learning 1 (Naive bayes)
E E Bootstrap 1
=R E]] Feature ranking 1
. B- Iz‘ Supervised Learning 2 (Maive bayes)
il E Bootf.trap 2

-

—
—-

Replications : 25

Boostrap error estimation

m

’
\

~

- B-HCF' T fltering 1
=2 Iz‘ Supervised Learning 3 (Naive bayes]
EE Bootstrap 3

-~ -
e ==

-~

Error rate
632+ bootstrap
632 bootstrap

Resubstitution

0.0435
0.0435
0.0437

n nase

Components |
Data visualization | Statistics | Nonparametnc statistics | Instance selection | i
Feature construction | Im | Regression | Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association | r
_i", Backward-logit 1‘3 Define status E]] Feature ranking z Forward-logit E MOCTree filtering m Remove constant
[H] crs filtering [ FCBF filtering j Fisher filtering [ MiFs filtering [; ReliefF s, Runs filtering I

4

I

] 3

The bootstrap error rate is 4.35%. The method has drastically reduced the number of predictors
and, in the same time, the performance of the classifier is considerably improved. This is the
ideal scheme in a variable selection process.

14 octobre 2010

Page 16 sur 25



Didacticiel - Etudes de cas

R.R.

4.2.3  MIFS method

We apply the same framework for the MIFS approach, with the default settings (B = 1.5).

E File Diagram Component Wlndow Help |_ ||5‘|| x|
w J| %
Dl i | [ Calculations details -
=-EF Dataset (vote_for_feature_selection.txt)
T o Selected attribute 1 (Y, 205)
=% Define status 1
=] Iz‘ Supervised Learning 1 (Maive bayes) physician;fee freece , ﬁ? 3
EHE Bootstrap 1 corr_physician-fee-freeze 0.361530
Hi Feature ranking 1 el-salvador-aid ?0-303392
E||1| Supervised Learning 2 (Maive bayes) corr_el-salvador-aid 0.138748
...... Egﬁ Bootstrap 2 education-spending 045793
=] E CFS filtering 1 - - corr_synfuels-corporation-cutb 0.038242 f >
E||1| Supervised Learning 3 ENE'EJE’ESJ synfuels-corporation-cutb (026772
L -
EE Bootstrap 3 - corr_sducation-spending 0.014115
B MIFs filtering 1 5 __ =
noise_physician-fee-freeze 0.004705 i
i . N
Computation time : 15 ms.
Created at 27/06/2010 06:47:42 i
I Components
Data pisualization | Statistics | Monparametric statistics | Instance selection | ||
Feature\construction | I Feature selection | Regression | Factorial analysis | |
| Clustering | Spv learning | Meta-spv learning |
g
Spv learning assessm Scoring | Association |
", Backward-logit *:i Define status ranking Z Forward-logit @ MODTree filtering m Remove constant |||
[Hi cFs filtering [l FCBF filtering b Fisher filtering  [H] MIFS filtering [2; ReliefF s, Runs filtering
i
4 m | +

Nine (9) predictors are selected. Some correlated attributes are inserted between the original
predictors. This is really disappointing. Clearly, the value of B is inadequate. We must increase it to
remove the correlated attributes. But we have not reference to set the adequate value. We must
proceed by trial and error. The bootstrap error rate of the resulting classifier is 5.75%.

EFHE Diagram Component Wlndow Help
w HJ|

|- IIE'\IxI

Dfault ftle ]

»

Replications : 25

- Dataset (vote_for_feature_selection.txt)
Bﬁ’* Define status 1
& E‘ Supervised Learning 1 (Maive bayes)
- ?E Bootstrap 1
=-Hl Feature ranking 1
=[] Supervised Learning 2 (Naive bayes)
ESE Bootstrap 2
Hi cFs filtering 1

Boostrap error estimation

m

: Error rate
E||I| Suiaemsed Lea&rmng 3 (Maive bayes) 7631+ s TTEE
Ll Bo L4
L n.tmap _———— 632 bootstrap 0.0575 il
MIFS filtering 1 ~ ~ -
H . . . Resubstitutis 0.0552
\ =-[#] Supervised Learning 4 (Naive bayes) x e L
[l So -1 Bootstrap 4 - Avg test set 0.0588
e == .
Details - (I
Components

Data visualization Statistics

Feature construction | I Feature selection

PLS

Monparametric statistics | Instance selection |

Regression | Factorial analysis |

|
|

Clustering | Spv learning | Meta-spv learning |
|

Spv learning assessment | Scoring Association |

i Backward-logit
[H cFs filtering

E]] Feature ranking
}= | Fisher filtering

*:i Define status
I FCBF filtering

@MODTree filtering m Remave constant
L ReliefF s, Runs filtering

I Forward-logit
[E MIFs filtering

4 1 | +
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4.2.4, FCBF method

ETANAGRA 1.4.36 - [FCBF ﬁLt‘erlngmll - — re— e
E File Diagram Component Window Help |_ "E‘” x|
I = "
Defaultile [ Keeped into INPUT selection *
- Dataset (vote_for_feature_selection.txt)
%% Define status 1 LN LS
E||I| Supervised Learning 1 (Maive bayes) 1 physician-fee-freeze
?E Bootstrap 1 2 synfuels-corporation-cutb
=-H Feature ranking 1 3 education-spending
E||1| Supervised Learning 2 {Naive bayes) 4 noise_physician-fee-freeze b
[ EDE Bootstrap 2
= CFs filtering 1 Calculations details
: r
E||1| Supervised Learning 3 {MNaive bayes)
; Selected attribute  SU(X,Y) 19
e EHE Bootstrap 3 o = |
E—J@ MIFS filtering 1 physician-fee-freeze 0.708862 !
BIZ‘ Supervised Learning 4 {Naive bayes) > education-spending 0.333286
i i EHE Bootstrap 4 — - - synfuels-corporation-cutk 0. 100258
..... FCBF filtering 1 = = noise_physician-fee-freeze 0.014305 i
\
{ Components
ata visualization | Statistics | Monparametric statistics | Instance selection |
| I Feature selection | Regression | Factorial analysis |
PLS Clustering | Spv learning | Meta-spv learning | L
Spv learning assessment | | Association |
8
7", Backward-logit @ CFS filtering *:i Define m E FCEF filtering E]] Feature ranking }= Fisher filtering
L]
< [ | b %

We set 6 = o (default value) for FCBF. Four (4) predictors are selected. We note that a noisy variable

is incorporated into the subset at the last position. Unlike to MIFS, we know how to set the

parameter to avoid undesirable situation. If we set & = 0.1, the noisy variable “noise physician fee

freeze" is not selected (p = 0.014305 < 6 = 0.1).

The bootstrap error rate of the resulting naive bayes classifier is 4.56%.

0 TANAGRA 14.36 - [Bootstrap 5]

EFiIe Diagram Component Window Help

Dw @5

Defalt title |

E||1| Supervised Learning 3 (Naive bayes)
[ EHE Bootstrap 3
=l MIFS filtering 1 Error rate

Boostrap error estimation

o[l CF filtering 1 - T

m

4 | i |

BIE Supervised Learning 4 (Maive bayes) E .632+ bootstrap 0.0456
L E
B0 Bootstrap 4 _ - L .632 bootstrap 0.0455
FTBF filtering 1 ~-~s . L
’ i . . . 5% Resubstitution 0.0391
BIE Supervised Learning 5 (Naive bayes)
S o _” B Avg test set 0.0492
R ?E-B‘EBEEP_S———— L -
Components
Data visualization | Statistics | Monparametric statistics | Instance selecton |
Feature construction | I Feature selection | Regression | Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
Z Backward-logit @ CFS filtering 1‘:* Define status @ FCEF filtering E]] Feature ranking j~ Fisher filtering
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4.2.5 MODTREE method

The MODTREE method selects 3 predictors, from the original predictors (no noisy or correlated
variables).

¥ TANAGRA 1436 - [MODTree filtering 1] _ _ [ ] 5 [t
E File Diagram Component Window Help =&
(= W
Drefault titls -
EIIE Supervised Learning 1 (Maive bayes) - Before filtering 48
~-frf Bootstrap 1 After filtering 3
E—]E]] Feature ranking 1 !
E‘IE Supervised Learning 2 (Maive bayes) KE‘E‘PE‘d into INPUT selection
“-f1f Bootstrap 2 gi
. : | Attributes
=-[H CFS filtering 1 5 _
E‘IE Supervised Learning 3 (Maive bayes) ! Pt e e
“.-B7] Bootstrap 3 7 physician-fee-freeze
=-Hl MIFS filtering 1 E 3 education-spending E |
E1-[¥] Supervised Learning 4 (Naive bayes) . . |
|lll Calculations details
------ EHE Bootstrap 4 |
E‘JE FCEF filtering 1 Selected attribute r (Y, %/S) R2 AdjR2
! = [b] Supervised Learning 5 (Naive bayes) Il physician-fee-freeze 0.809710  0.6556  0.6556
Ll I |
Bl Bootstrap 5 ———— =P adoption-of-the-budget-re 0231616  0.6741  0.6726
----- H MODTree filtering 1 == = == | : :
- education-spending 0.125050 0.64792 0.6770
Components
jsualization Statistics Nonparametric statistics Instance selection
Feature constri Feature selection Regression Factorial analysis
PLS lustering Spv learning Meta-spv learning
Spv learning assessment Scoring Association
|||l Fisher filtering o, Forward-logit B MIFS filtering —— [IMODTree filtering [+ ReliefF [ Remave constant
] 1 k

We have successively the n" order partial correlation (n = o, 1, 2):

=0.809710

r group, physician— fee— freeze
r group ,adoption—of —budget | physician— fee— freeze = 023 1 6 1 6

r group ,education—spending | physician— fee— freeze, adoption—of —budget = O 125050
We have the values computed into the section 2.3.4.

— . . 2
Into the result table of Tanagra, we can see also the global coefficient of determination R,
computed from the partial correlation 7, ;. . =7, using the following formula
2 2
R =1-T](1-r?)
Jj=1

The adjusted coefficient of determination 1_3,,2, is obtained from

= n-1
R} =1-—"—(1-k})
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We can understand easily that the MODTREE approach tries to maximize the adjusted coefficient of
determination. During the forward search process, the stopping rule based on the partial correlation
(section 2.3.4) has the same behavior than a stopping rule based on the decreasing of the adjusted

coefficient of determination (ﬁnf ).

The bootstrap error rate of the resulting model is 5.94%.

[ T TANAGRA 1436 - [Bootstrap 61 o ) [ |
E File Diagram Component Window Help "3
(= W
Dol iz Boostrap error estimation e
FCEF filtering 1 -
IE Supervised Learning 5 (Maive bayes) Error rate
: ;_:ﬂpgjoﬂ_ﬂra 5_ Ly -632+ bootstrap 0.0594 A
: ==E - E
=7 H] MODTree filtering 1 = ~o _ ~ 7|||| -632boctstrap 0.0594
=1-[#] Supervised Learning 6 (Naive bayes) , 3 Resubstitution 0.0575
= o~ el Bootstrap b _ == T Avg test set 0.0606
Components
Data visualization Statistics Monparametric statistics Instance selection
Feature construction Feature selecton Regression Factorial analysis
PLS Clustering Spv learning Meta-spv learning
Spv learnming assessment Scoring Azzociation
}+ Fisher filtering = Forward-logit @MIFS filtering @MODTree filtering EReHefF mRemove constant
] 1 3
4.3 Summary
We summarize the results in the following table.
Method #Var. #Var. #Var. «corr» | Bootstrap  error
selected «noise » rate
All the variables 48 16 16 9.94%
Ranking (a = 0.001) 28 o 14 9.87%
CFS 1 o o 4.35%
MIFS (B =1.5) 9 1 4 5.75%
FCBF (6 = 0) 4 1 0 4.56%
MODTREE 3 o 0 5.94%

We note some trends, although it is obviously not possible to conclude from a single experiment.

o The feature reduction can increase the classifier performance. This is especially true if the
classifier is easily disturbed by irrelevant attributes, such as the naive bayes classifier for
instance. But surprisingly, some publications show that if the method embeds an internal

14 octobre 2010 Page 20 sUr 25



Didacticiel - Etudes de cas R.R.

variable selection procedure (e.g. decision tree), it can get benefit also from the filtering
algorithm.

e As expected, the ranking method can treat the relevance but not the redundancy. The
predictors which are correlated with the original predictors, but no directly linked with the target
attribute, are inserted into the selected subset. They disturb the interpretation of results.

e CFS, FCBF and MODTREE have similar behavior. They were able to identify good predictors for

effective classification. At the same time, they removed rightly the noisy and the redundant
variables.

e MIFS should have the same qualities. Its main drawback is that it is hard to parameterize
(specifying the adequate value of B).

We will discuss it in the conclusion. The same experimental design was conducted on other datasets,
with very similar results.

5 Filtering approaches with other tools

In this section, we described the implementation of the filtering approaches with other tools.

5.1 Weka

We use the EXPLORER mode. We load “vote_for_feature_selection.arff” (OPEN FILE button).

* Weka Explorer =HECHEL X
Preprocess | Classify | Cluster | Associate | Select attributes | visualize |
__________________________________________ [ Open DE... ] [ Generate... ] Undo Edit... ] [ Save... ]
Current relation Selected atfribute
Relation: DataTable Mame: handicapped_infants Type: Nominal
Instances: 435 Attributes: 49 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%:)
Attributes Na. Lahel Count
1in 235
All l [ MNane l [ Invert ] [ Pattern 3| athar 12
3|y 187
Ma. Mame
40 f corr_aid_to_nicaraguan_contras -
41" |corr_mx_missile
42 L] corr_immigration Class: group (Mom) w | Visualize Al
43|["corr_synfuels_corporation_cuth - .
44" |corr_education_spending
45" |corr_superfund_right_to_sue 236
45 |corr _crime
47| |corr_duty_free_exports E
48| |corr _export_administration_act (=l
49" |group -
Remove
Status
oK Log w. x0
L - -

We select the SELECT ATTRIBUTES tab. Many possibilities are available: ATTRIBUTE EVALUATOR
enables to specify the measurement used; SEARCH METHOD specifies the search strategy. We set
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the following parameters for the ranking approach. There is no stopping rule. The variables are
simply ranked according the chosen criterion

* Weka Explorer = & [l

| Preprocess | Classify | Cluster | Associate | Select atiributes alize
Attribute Evaluator

’ Choose "SvmmetricalUncertAttrihuteEval . |

Search Method
[ Choose "Ranker T -1.7976931348623157E308 N -1 . |

Attribute Selection Made Attribute selection output
@) Use full training set &
(7 Cross-validation Folds === Attribute Selection on all input data ===
Seed Search Method:
Attribute ranking.
l (Mom) group -

Attribute Evaluator (supervised, Class (nominal): 49 group):
Stop Symmetrical Uncertainty Ranking Filter

Result list {right-dick for options) E
Ranked attributes:

m

22:02:30 - Ranker + SymmetricalUncert?| 0.7088619 4 physician fee freeze ?
| 0.5406794 36 corr_physician_fee_freeze
0.4155445 3 adoption_of_the_budget_re
0.3940477 5 el_salvador_aid

0.3716403 35 corr_adoption of_the budget_re
0.3660399 37 corr el salvador aid

0.3332858 12 education_spending

] 1 8 INET 1 | ) b
Status
o <
B E

For the CFS approach, we specify the following settings and we obtain a subset of 4 variables.

| Preprocess | Classify | Cluster | Associate | Select attributes | yisualize |
Attribute Evaluator

’ Choose "EfsSubsetEvaI . |

Search Method

[ Choose "Greedystepwise -C -T -1.7976931 348623157E 308 -N -1 . |

Attribute Selection Mode Attribute selection output

(@) Use full training set &
(7) Cross-validation Falds Search Methed:

4 Greedy Stepwise (forwards).
= _s,t:a.lt's\arm::--r‘l'l:l11?r.1'_‘113|:l'|.‘.1§3-———___~
-
¢ Merit of best subset found:  0.708
l(Norn}group - i

Attribute Subset Ewvaluator (supervised, Class (nominal): 4% grou
Stop CF3 Subset Evaluator

Result list {right-click for options) Including locally predictive attributes

22:02:30 - Ranker + Symmetricallncerts .
Selected attributes: 4,11,12,20 : 4

22:09:23 - GreedyStepwise + CfsSubset]
i physician fee_freeze

synfuels_corporation_cutb
education_ spending

noise physician fee_ freeze =
‘ n b mn | 3
Status K
o - |
B e 7
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5.2 Orange

We use the RANK component for Orange. It simply ranks the attributes. It does not take into

account the redundancy. Two parameters enable to guide the algorithm: (1) the measure of

association used as ranking criterion; (2) the number of selected variables.

5.3 RapidMiner

We define the following diagram to implement the CFS approach.

. #h Rank l oo o [
g Crange Canvas M =
easures Attibute  #  Inf. gain =
File Options Widget Help [C] reliefF (3 ""‘ physician-fee- o o0
Information Gain freeze '
} (- . N .. _
& [ ™ Sstyle: [Tabs with labels - 100 | [ GainRatio :::Ff:g:m" 3 05558
[ Gini Gain adoption-of-the-
Data | visuali Classi R i Evaluate 3 3 0433 =
| isualize | assify | egression | valua | [F] Log Odds Ratio budget-re =
4 el-salvador-aid 3 04225
Y - 5 ;iodrr_el salvador- 3 03890
File Info Save  Data Select  Rank P R
- Discretization corr_adoption-
Table Attributes Dy sk : = 6 of the-budget-re 3 03859 i
4| ’ = - education- 3 03743
Precision spending I
] aid-to-
No. of decimals: 4 = 8 nicaraguan- 3 03402
contras
Examples Distributions 9 crime 3 03353
st 10 mx-missile 3 03106
Rank color: ] 11 cor_crime 3 03070
} corr_aid-to-
Select attributes 12 nicaraguan- 3 03084
1 None contras
L LAl 13 curr_e?iucat\cm- 3 03083
- | spending
il SEE 4 cor_mx-missile 3 0.2985
) e 5 superfund-right- 3 0278
No. selected 1 to-sue "
16 duty-free-exports 3 0.2204
Commit 17 ;f:;_:t:'t)f'free' 3 02189
Commit automatically N
4 corr_superfund 1 o002 I

&% RapidMiner@VGC (test - feature selection - vote.xml)

| File Edit “iew Process Tools Help

=]

Bl S vy @

=3 Operatar Tree

Roat

B Progess

g ArfExarnpleSource
AMExampleSource

% CFSFeatureSetEvaluatar
A CFSFeatureSetEvaluater

- PR ¥ & w3
[ Parameters | =) ML || ) Comment | @ Mew Operatar

FiOw_STOR_drag J
user_result_individual_selection O
show_population_plotter D
plot_generations 10
constraint_draw_range )
drav_dominated_points

maxirnal_fitness

selection_direction

keep_hest

+ CFSFeatureSetEvaluatar[0] (CFSFeatureSetEvaluator)
Jun 28, 2010 10:32:13 PM: Process:
Root1] (Process)
+ ArffExampleSource[1] (ArfExampleSource)
+ FeatureSelection[1] (FeatureSelection)
+ CFSFeatureSetEvaluator[95] (CFSFeatureSetEvaluaton
Jun 25, 2010 10:32:13 PM: Produced output
IOContainer (3 ohjects):
AftributeleightedExampleSet:
435 examples,
1 regular attributes,
special attributes = {
label = #48: group (nominalisingle_value)ivalues=[republican, democrat]
}

Wiainhte: nhusician faa fraczal N
€

o

population_criteria_data_file [

Infinity

Iforward

1

103412 Pt

14 octobre 2010

Page 23 sur 25


http://www.ailab.si/orange/�
http://rapid-i.com/content/view/181/190/�

Didacticiel - Etudes de cas

R.R.

RapidMiner provides a result identical to that of Tanagra. Only the variable "physician-fee-freeze" is

selected, with a merit = 0.709.

&%, RapidMiner@\VGC (test - feature selection - votexml) =RACE X
File Edit “iew Process Tools Help
4] sy [ (T T % ¢ j - | iy
PrU@EES v “»F pPB ¥ & P
3 Examplesni. E‘r‘; Aftributeweights % Performancevectar
FeatureSala FeatureSelection CFSFeatureSetEvaluator
&) Meta Data View Data WView Plot wiew
&%) RapidMiner@VGC [test - feature selection - votexml) L=RECIE X
ExampleSet (435 examples, 1 special attribute, 1| Ele Edit Yiew Process Tools Help
(5] =] V- - ha [ s i o o=
MU ERSs o = a5 pB ¥ & @
Type MName Wal
p ExampleSet o Aftributeiieights | o, Peformanceiector
lakel LIOUE, o m— 2MINA 3 Bo % L eFasturssatEvalustor
[eation (Jhﬂc'ﬂ—fi;e—fr&% watina | 5 Table { Plotview () Text View
P e
fiterion Selectar ( CorrelationFS: 0.709 =
— —-— -
I
+- FeatureSelection[0] (FeatureSelection)
+- CFSFeatureSetEvaluatorl] (CFSFeaturaSe
Jun 28,2010 10:32:13 PM: Process:
Root[1] (Process)
+- ArfiExampleSource[1] (ArfExampleSource)
_ : n +- FeatureSelection[D] (FeatureSelection)
* FeatureSeIectlon[ﬂ (FeatureSelectlon) 4 +- CFSFeatureSetEvaluatar(0] (CFSFeatureSetEvaluator)
+ CFSFeatureSetEvaluator[95] (CFSFeaturag | - jun 25 2010 10:32:1 3 PM: Process
dun 25, 201010:32:13 PM: Produced output: Root{1] (Process)
10Cantainer (3 DbjECtS)' + AffExampleSource[1] (ArfExampleSource)
A . : +- FeatureSelection[1] (FeatureSelection)
AttributeyeightedExampleSet: + CFSFeatureSelEvaluator(35) (CFSFeatureSetEvaluatar)
435 examples, Jun 25,2010 10:32:13 PM: Produced output
1 regular attributes lOContainer (3 objects):
el el b _'r AttributevWeightedExampleSet:
| 435 examples,
o) 1 regular attributes,
o = T
5.4 R-Package « FSelector »
We use the “FSelector" package with R. Here is the source code.
#clear the memory
rm (list=1ls{())
#load the dataset
vote.data <- read.table (file:"voteiforifeatureiselection .txt",header=T, sep="\t")

#loading the package
library (FSelector)

#*********************************

#ranking - Symmetrical uncertainty
#get the weight for each predictors

data

vote.ranking <- symmetrical.uncertainty (group -~ vote.data)
#sorting the result according the weight

index <- order (vote.ranking[[1]],decreasing=T)

vote.sorted <- vote.ranking[index, ]

names (vote.sorted)

print (head (vote.sorted, 10))

.7

<- rownames (vote.ranking) [index]

#*************
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vote.cfs <- cfs(group ~ ., data = vote.data)
print (vote.cfs)

The symmetrical.uncertainty() function calculates the association of each predictor with the target
attribute. Then, we rank the variables according to this criterion.

R R Console [ =[]
> print (head(vote.sorted,10)) . *
physician.fee.freeze corr_physician. fee.freeze adoption.of.the.budget.re
0.7088819 0.5406794 0.4155445
el.salvador.aid corr_adoption.of.the.budget.re corr_el.salvador.aid
0.3940477 0.3716403 0.3660399
education.spending aid.to.nicaraguan.contras crime
0.3332858 0.3197629 0.3137877
corr aid.to.nicaraguan.contras
0.2882265
* -
P

For the cfs() function, we obtain only “physician-fee-freeze” (like Tanagra and RapidMiner).

o

R R Console =3 EoR(~>

s
FRERERR AR AR

>
> #cfs =zelection

> vote.cfz «<- cfz(group ~ ., data = wvote.data)
> print (vote.cfz)

[1] "physician.fee.fresze"

>

4 I

6 Conclusion

We have described some filtering algorithms for discrete predictors in this tutorial. We have
modified the characteristics of the datasets coming from the UCI server
(http://archive.ics.uci.edu/ml/) in order to highlight the behavior of the various approaches.

We have leaded the same experimentations on other datasets such as IRIS, OPTIDIGITS,
WEAVEFORM, KR-VS-KP or SPLICE’. We obtain very similar results.

7 The continuous predictors are discretized with the MDLPC method -- http://data-mining-

tutorials.blogspot.com/2010/05/discretization-of-continuous-features.html.
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