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1 Subject
Classification of new examples from the results of a clustering method (K-Means).

The deployment is an important step  of the Data Mining framework. In the case of a clustering, 
after  the  construction  of  clusters  with  a  learning  algorithm,  we  want  to  determine  to  which 
particular cluster (group) a new unlabelled instance belongs. 

In this tutorial, we use the K-Means algorithm. We assign each new instance to the group which is 
closest using the distance to the center of groups. The method is fair because the technique used 
to assign a group in the deployment phase is consistent with the learning algorithm. It is not true if 
we use another learning algorithm e.g. HAC (hierarchical agglomerative clustering) with de single 
linkage aggregation rule. The distance to the center of groups is inadequate in this context. Thus, 
the classification strategy must be consistent with the learning strategy.

All the descriptors are discrete in our dataset. The K-Means algorithm does not handle directly this 
kind of data. We must transform them. We use a multiple correspondence analysis algorithm  (see 
also http://data-mining-tutorials.blogspot.com/2008/11/k-means-algorithm-on-discrete.html). In this 
tutorial, we use the following steps:

• Data Importation;
• Computing some descriptive statistics, in order to detect potential anomalies;
• Partitioning  the  dataset  into  training  set  and  test  set,  this  last  one  is  used  during  the 

deployment phase;
• Computing the coordinates  of  examples in  the new representation  space generated by the 

multiple correspondence analysis;
• Applying the K-Means algorithm on the latent variables;
• Interpreting groups using descriptive statistics;
• Deploying i.e. determining the group membership of each instance from the test set.

We  use Tanagra  1.4.28 and  R  2.7.2  (with  the  Facto  Miner  package  for  the  multiple 
correspondence analysis - MCA; http://factominer.free.fr/). In this tutorial, we want (1) to show how 
to perform this kind of task with these tools; (2) compare the results; (3) by giving the details of 
commands with R, we can explain better the internal computation of Tanagra.

2 Dataset
The dataset describes 198 bank customers: 98 are used during the learning phase, 100 during the 
deployment. There are 9 discrete variables. The additional column "STATUT" gives the status of 
each example. We show here the 10 first examples of the database (http://eric.univ-lyon2.fr/~ricco/
tanagra/fichiers/banque_classif_deploiement.zip).
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3 K-Means and deployment with TANAGRA

3.1 Data importation and diagram creation

We can directly import an Excel file (XLS). After launching Tanagra, we activate the FILE/NEW menu 
in order to create a new diagram. We select the BANQUE_CLASSIF_DEPLOIEMENT.XLS data file.

A new diagram is automatically  created.  The  dataset is  loaded.  We have 198 examples and 9 
columns1.

3.2 Descriptive statistics

We calculate the histograms for each column. For "STATUT", we wish only count the number of 
examples for the training and the test set. For other variables used for the analysis, we want mainly 
detect possible problems. 

For instance, the value "CSP = RETRAITE" can cause problem during the MCA analysis because 
there are very few examples (4). We keep in mind this particularity during our analysis.

We add the DEFINE STATUS component into the diagram. We set all the columns as INPUT.

1 See  http://tutoriels-data-mining.blogspot.com/2008/03/importation-fichier-xls-excel-mode.html for  the  direct 
importation of XLS file. We can also send the dataset from Excel to Tanagra using an add-in :  http://tutoriels-
data-mining.blogspot.com/2008/03/importation-fichier-xls-excel-macro.html
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We insert the UNIVARIATE DISCRETE STAT (STATISTICS tab) into the diagram.

The main result  is  there are indeed 98 active examples for  the analysis  and 100 examples  to 
classify (see STATUT).
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3.3 Selection of active examples

We use the  DISCRETE SELECT EXAMPLES (INSTANCE SELECTION tab)  in  order  to subdivide the 
dataset into train and test set. We click on the PARAMETERS contextual menu. We set the following 
parameters. We validate: 98 instances are now used for the subsequent treatments.

3.4 Multiple correspondent analysis

There are not clustering algorithms which can handle discrete attributes into Tanagra. We must 
transform the variables. We use a multiple correspondence analysis approach. We take mainly two 
advantages with this kind of pre treatment: the factors, latent variables, are orthogonal; we can 
retain the first "q" factors which give the useful information, we can neglect the last factors which 
correspond to noise. The quality  of  the partitioning will  be better.  We insert  again the DEFINE 
STATUS component. We set the descriptors as INPUT (AGE … DEMAND).
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Then, we add the MULTIPLE CORRESPONDANCE ANALYSIS component (FACTORIAL ANALYSIS tab). 
We set the number of factors to 10.

We click on the VIEW menu in order to obtain the results. The 10 first factors correspond to the 
83.42% available information.

Two important things must retain our attention:

1. Tanagra  computes  automatically  10  new variables which  are  available  on  the 
subsequent part of the node into the diagram;

2. Even if the projection coefficients are computed on the train set, these new variables are 
available both the train and the test part of the dataset.
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3.5 K-Means on the latent variables (factors)

We want to launch the K-means algorithm on the factors. We add a DEFINE STATUS component; we 
set the new variables MCA_1_AXIS_1 to MCA_1_AXIS_10 as INPUT.

Then we insert the K-Means component (CLUSTERING tab). We set the parameters as the following:
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We click on the VIEW menu.

There are 74 examples in the first group, 24 in the second. The within sum of squares is 131.6514 
(84.7637 + 46.8877). We will compare these values to the results of R.

In the bottom part of the window, we get the cluster means. It gives an idea about the location of 
the groups in the representation space. But, because they computed on the latent variables, they 
are not really useful for the interpretation of the clusters. 
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Another important thing here: Tanagra computes first the clusters using the learning sample; but, 
it determines the group membership of each example using the distance to the centroid. Thus, a 
new column is available in the subsequent part of the diagram; it  corresponds to the cluster 
membership to each example. It is computed both on the train and the test set. We utilize this 
new variable to interpret classes from the clustering process.

3.6 Interpretation of groups

3.6.1 Descriptive statistics comparison

Even if they are univariate, Conditional descriptive statistics give good indications about the nature 
of groups. We insert the DEFINE STATUS into the diagram. We set CLUSTER_KMEANS_1, generated 
by the learning algorithm, as TARGET; we set the descriptors as INPUT (AGE…DEMAND).

We add now the GROUP CHARACTERIZATION (STATISTICS tab). We click on VIEW contextual menu. 
Thus, we can characterize the partitioning by comparing the most occurred values into each group. 
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3.6.2 Contingency table between clusters and descriptors

Another way to understand the clusters background is to compute the contingency tables between 
the cluster variable (which indicates the group membership for each example) and the descriptors. 
We insert the CONTINGENCY CHI-SQUARE component (NONPARAMETRIC STATISTICS tab). We set 
the parameters in order to highlight the most important relationship.

We click on the contextual menu VIEW.
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AGE seems the most significant variable to explain the CLUSTERS, then REVENU, etc. Of course, the 
results  highlighted  here  cannot  be  in  contradiction  to  the  previous  analysis  (GROUP 
CHARACTERIZATION). These are univariate point of view.

3.6.3 Scatter plot into the factors space

Finally, last tool for interpreting groups, we use the projection of observations in the space of the 
latent variables generated by the multiple correspondence analysis. This means that we know how 
to interpret correctly these factors, this is not always obvious. But when we succeed, the results are 
very interesting because we have a multivariate point of view.
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We  add  the  SCATTERPLOT  component  into  the  diagram  (DATA  VISUALIZATION  tab).  We  set 
MCA_1_AXIS_1 on the horizontal axis, MCA_1_AXIS_2 on the vertical axis. We colorize the points 
using the CLUSTERS values. We note that we can easily distinguish the groups in this first scatter 
plot. 

In considering the factor analysis results above, we see that the first axis (column contributions) is 
mainly defined by age,  family status and income.  We find again the results  highlighted in  the 
univariate analysis.

3.7 Recovering the test set

On all of the components of diagram, Tanagra handles the unselected examples. For the factorial 
analysis,  it  computes  the  coordinate  of  examples  of  the new axis;  for  the  clustering  phase,  it 
assigns each example to a group. We want to consider these results now.

The  RECOVER  EXAMPLES  component  (INSTANCE  SELECTION  tab)  allows  us  to  recover  the 
unselected examples. We add it into the diagram. We click on the PARAMETERS menu, we observe 
that we can recover all the examples or the unselected examples only (test set).

We click on VIEW. The test set (100 examples) is used in the subsequent part of the diagram now.

3.8 Group distribution for the test set

A first assessment is the computation of the group distribution on the test set. Because the dataset 
is  randomly  partitioned  into  train  and  test  set,  we  expect  to  obtain  approximately  the  same 
distribution for the two parts of the dataset.

We insert the DEFINE STATUS component into the diagram, we set CLUSTER_KMEANS_1 as INPUT.
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We  add  now  the  UNIVARIATE  DISCRETE  STAT  component  (STATISTICS  tab).  We  obtain  similar 
proportion, 74 instances belong to the first group, 26 to the second.
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3.9 Data exportation

We want to export the group membership. We want to compare the results of Tanagra with those of 
R. For this, we use the EXPORT DATASET component (DATA VISUALIZATION tab).

We  click  on  the  PARAMETERS  menu.  We  want  export  only  the  selected  variable 
(CLUSTER_KMEANS_1  selected  on the  DEFINE  STATUS above)  and  the  selected  examples  (100 
examples of the test set). We set also the file name TANAGRA_CLUSTERS.TXT.
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4 K-Means and deployment with R
The goal is to reproduce exactly the previous process with R, then compare the results. We hope 
also that the description of the detail of operations with R gives better visibility on the calculations 
made internally by Tanagra.

Data importation.  We use  the  xlsReadWrite in  order  to  import  the  EXCEL  file  format;  the 
read.xls(.) command allows to read the dataset.

summary(.) computes some descriptive statistics for all the descriptors. We note mainly that there 
are 98 examples for the training phase (STATUT = ACTIF) and 100 for the test phase (STATUT = 
SUPPLEMENTAIRE).

Partitioning  the  dataset.  We  create  two  indexes  (vector  of  integers)  which  correspond  to 
examples into the train and the test set.

We then obtain
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Multiple  correspondence  analysis.  We  use  the  MCA  function  of  the  FACTOMINER  package 
(http://factominer.free.fr/). Its utilization is not common. The  predict(.) method is not available. 
The projection  on new examples  is  directly  made when we call  the MCA function  with  all  the 
dataset. The two indexes above allow to discern the train and the test set.

The coordinates into the factors space is computed on the train set ($ind$coord) and on the test 
set ($ind.sup$coord). We asked 10 factors.

We display below the Eigen values and percentage of explained variance on each factor.

K-Means with the factors of MCA. We launch the K-Means method on the 10 first factors. We 
ask 2 groups.

We obtain
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R obtains 2 groups with respectively 74 and 24 instances. The within sum of squares is the same as 
Tanagra. The groups are likely the same.

We can also compute the centroids.

We note that the group n°1 (resp. n°2) of Tanagra corresponds to clus_2 (resp. clus_1) of R.

Deployment i.e. assigning groups to unlabeled examples. We must define various functions 
for  the classification.  First,  dist_euclidienne(.) computes  the square of  the Euclidian  distance 
between a centroid (reference) and an example (a_classer).
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Then, we compute this distance for  the centroids (reference) of  the groups.  le_plus_proche(.) 
returns the index  of the closest group.

Finally, we apply this function for all the examples of the test set. A new vector (resultat) gives the 
group membership of each example.

The group distribution on the test set is the same as Tanagra.

Comparison of the groups.  We get the same group distribution but we do not know if Tanagra 
and  R  assign  the  same  group  to  each  example.  In  order  to  verify  this,  we  want  to  create  a 
contingency table between the two group assignment vectors.

In the following screenshot, we import into R the group membership exported from Tanagra and we 
create a contingency table with “resultat”.

The correspondence is perfect. 

5 Conclusion
We describe in this tutorial a possible deployment strategy in unsupervised learning. Curiously, this 
problem is often neglected in the literature. Yet the practical applications are obvious. The main 
idea is that the classification strategy must be in adequacy with the learning strategy.
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But,  we can also adopt a pragmatic  approach.  In  a first  step we define the clusters  using the 
unsupervised method. Each instance of the learning set is assigned to their group. Then, in the 
second step we use the group as a class attribute in a supervised learning process. Of course, the 
classification can be noised i.e. two examples in the learning set  which are the same group during 
the  unsupervised  learning  phase  can  be  assigned  to  different  groups  when  we  create  the 
classification function from the supervised approach. But at least the strategy has the advantage of 
being unsophisticated.

We show below a classification function generated with the C4.5 decision tree algorithm.

The model is not accurate. There are 7 false classifications on the training set.
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