Didacticiel - Etudes de cas R.R.

1 Topic

Description of the CVM (Core Vector Machine) and BVM (Ball Vector Machine) methods from the
LIBCVM library (http://c2inet.sce.ntu.edu.sg/ivor/cvm.html).

The Support Vector Machines algorithms are well-known in the supervised learning domain. They are
especially appropriate when we handle a dataset with a large number “p” of descriptors’. But they
are much less efficient when the number of instances “n” is very high. Indeed, a naive
implementation is of complexity O(n®) for the calculation time and O(n?) for the storing of the values.
In consequence, instead of the optimal solution, the learning algorithms often highlight the near-

optimal solutions with a tractable computation time®.

| recently discovered the CVM and BVM approaches. The idea of the authors is really clever: since
only approximate best solutions can be highlighted, their approaches try to resolve an equivalent
problem which is easier to handle - the minimum enclosing ball problem in computational geometry -
to detect the support vectors. So, we have a classifier which is as efficient as those obtained by the
other SVM learning algorithms, but with an enhanced ability to process datasets with a large number

of instances.

| found the papers really interesting. They are all the more interesting that all the tools enabling to
reproduce the experiments are provided: the program and the datasets. So, all the results shown in
the paper can be verified. It contrasts to too numerous papers where some authors flaunt

tremendous results but we can never reproduce them.

The CVM and BVM methods are incorporated into the LIBCVM library. This is an extension of the
LIBSVM (version 2.85), which is already included into Tanagra. The source code for LIBCVM being
available, | compiled it as a DLL (Dynamic-link Library) and | included it also into Tanagra 1.4.44.

In this tutorial, we describe the behavior of the CVM and BVM supervised learning methods on the
"Web" dataset available on the website of the authors. We compare the results and the computation
time to those of the C-SVC algorithm based on the LIBSVM library.

2 “Web” dataset in the sparse format

The “web » database is initially subdivided in 2 files: “w8a.data” corresponds to the learning sample
(49,749 instances); “w8a.test” is the test sample (14,951 instances). They are both in the sparse
format, handled — among others — by the SVMLIGHT and the LIBSVM libraries.

Each row represents an instance of the dataset. The first value is the class membership. Then, we
have a list of couples of values divided by the character ":". The first one is the variable number; the
second one is the value associated to this variable. Thus, the value for the not referenced variables in
a row is implicitly 0. This kind of representation enables to dramatically reduce the size of the data

file without loss of information. Below, we observe the firsts instances of "w8a.data" data file.

1 E.g. http://data-mining-tutorials.blogspot.fr/2009/07/implementing-svm-on-large-dataset.html (n=135, p=31,809).

2 Paragraph based on the papers available on the LIBCVM website - http://c2inet.sce.ntu.edu.sg/ivor/cvm.html
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The first observation belongs to the class "-1". Then, we have V1 = 0 since this variable is not
referenced; V2 =0; ...; V41 = 1 because we observe "41:1"; V42 =0; ...; V54 = 1; etc.

A data file with a large number of null values is common when it is obtained from the pretreatment
of an unstructured document (e.g. text, image). This is a kind of compression. Except that the

resulting file is readable with a simple text editor.

For convenience, we have concatenated the two data files and we used a small program to transform
the file in the dense format (standard tab separated attribute value description, “w8a.txt”). Thus, we
have a data file with 64,700 rows and 301 columns (including the class attribute). We show here the

firsts rows of the new data file.
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3 Core Vector Machine (CVM)

We do not describe the CVM approach in this section. This has been done in the Tsang and al. paper

available online: Ivor W. Tsang, James T. Kwok, Pak-Ming Cheung. Core vector machines: Fast SVM

training on very large data sets. Journal of Machine Learning Research, 6:363-392, 2005. According

to the authors, the main consequence is that we can handle large datasets with similar results to the
standard implementation of the SVM algorithms. To check this, we will compare the results with
those of C-SVC from the LIBSVM library (section 5).
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3.1 Importing the data file

Into Tanagra, we click on the FILE / NEW menu to create a new diagram. We select the "w8a.txt"

data file and we start the data importation.

Data mining diagram [empty ‘

\

Choose your dataset and start download

Diagram title :

Default title

Data mining diagram file name :
I':‘LDEIEIM ining\Databases_for_mining\benchma rk_daiasetslweblw&a.tdm| H

Dataset (*.tet* arff,* xls) :
ID:IDEHEIM ining\Databases_for_mining\benchmark_datasetsiweblwa txt

Data visualization

|
Feature construction |
PLS |

|

Spv learning assessment

[¥] Checking Missing Values || cancel ||

Scoring Aszociation

@Correlation scatterplot ]L'Sc atterplot ‘u’iew dataset
Export dataset EScatterplot with label E,_';View multiple scatterplot

301 variables and 64,700 instances are imported. The class attribute is discrete; all the others are
viewed as continuous even if they are binary. This last remark is not insignificant. This will determine

the data transformation mode for the learning process.

TAMNAGRA 1 =
E File Diagram | Component Window Help ml?"?l
N = "
Crefault title .. -
[ Dataset (wBa.txt) Dataset description K
301 attribute(s)
64700 example(s)
Attribute Category Informations
classe Discrete 2 values
w1 Continue = l
v2 Continue = s
o m | »
Components |
Data visualization | Statistics | Monparametric statistics | Instance selection |
Feature construction | Feature selecton | Regression | Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
@}Correlation scatterplot Export dataset EScatterplot EScatterplot with label
4| 1 | b

6 juillet 2012 Page 3



Didacticiel - Etudes de cas

R.R.

3.2 Partition into learning and test samples

The learning sample corresponds to the first 49,749 instances. We partition the dataset using the
SELECT FIRST EXAMPLES component (INSTANCE SELECTION tab).

rf TANAGRA 1.4.44 - [Select first examples =R —~=—)
¥ File Diagram Component Window Help [= =] x]
Do @ %
e  seeatmstoampet
E|--" Dataset (wha.txt) [SE A = .
Parameters... N -
== =
View
m- M -
| Statistics ;’
| Feature selection [ OK ” Cancel ” Help ] |
| Clustering |
| Scoring | Association |
fSamijng fﬂtratiﬁed samplir

,ff Continuous select exi KRecover examples
,g?f Discrete select examples - Rule- -

fSelect first examples

4 m

We add the component into the diagram. We activate the PARAMETERS contextual menu. We set “m
=49749”. We validate the choice and we click on the VIEW menu.

FEANAGRA 1.4.44 - [Select first examples 1] =

EFiIe Diagram Component  Window Help

0w B %

Drefauilt title

= Dataset (wha. txt)

Parameters...

Execute

View

Sample size : 49749

49749 selected examples from 64700

Computation time : 0 ms.
Created at 1R/0R/?017 11:7R:R4

|

Data visualization

Statistics

Monparametric statistics

Instance selection |

& Discrete select examples

,c%: Rule-based selection

| | |
Feature construction | Feature selection | Regression | Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
# Continuous select examples RRecover examples # Sampling & Stratified samplin

fSelect first examples

<

| 3

Tanagra confirms the selection of the first observations.
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3.3 Set the parameters of learning process

We insert the DEFINE STATUS component to indicate the role of the variables: CLASSE

attribute; the others are the input ones “V1...V300”.

E File Diagram Componss

Do @5

Default title

=-F Dataset (wha.txt)

ity Define status 1

E|,f Select first examples 1

1 Parameters

Data visualization |
Feature construction |
PLS |

|

Spv learning assessment

Fei

# Discrete select examples

,g?tContinuous select examples B

£

w1l
vil
vi2
vi3 -

Clearall Clear selected

sampling

4

[ OK I l Cancel ” Help

]

- = I

Default title

=-E Dataset (wha.txt)

Elm Define status 1

E|,f Select first examples 1

Supervised Learning 1 (CYM)

Target : 1
Input : 300
llustrative : O

Parameters...

Supervised parameters... «

Input lllustrative

4

I |

Data visu.lization | Statistics | Monparametric statistics | Instance selection |
Feature constroction | Feature selection | Regression | Factorial analysis |
PLS | Clustering | I Spv learning | Meta-spv learning |
Spv learning assessment i Scoring | Association |
£ 05-MC4 [ cvm £.103 1% Linear discriming
12 csve B Decision List [ K-NN =Log-Reg TRIRLS

[3

is the target

Then, we add the CVM (SPV LEARNING tab). We set the parameters by clicking on the SUPERVISED
PARAMETERS menu.

oo o

E File Diagram Component Window Help
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Into the METHOD tab, we specify the settings of the learning process’:

-
CVM parameters -

Method |Trt—|r13formatior1 I Optimization |

Kernel type - [H,adial basis function <—

Degree of kernel function : 1 I
CoefD: 0
Penality cost (Complexity) : 1 €=
| Max # of core vectors : W

Compute probabilities

More informations about parameters

[ ok | Gancsl || Hep |

[ —

o Kernel Type: RBF (Radial Basis Function, option : —t 2)
e Gamma:1l(-gl)

e Cost:1(-c1)

e  Max number of core vectors: 50000 (-f 50000)

Into the TRANSFORMATION tab, we set the eventual data transformation used. This option is
specific to Tanagra. By default, Tanagra uses the following NORMALIZATION for each input attribute:

7=2X X7 Xmin 1
Xmax — Xmin
So, Z varies between [-1; +1]. This transformation is important when the variables are expressed in
different units. The variances are not the same. The variables which have higher amplitude may
influence excessively the calculations. For our dataset, we have only binary input attributes 0/1. This

normalization is not really required. This is the reason for which we select the NONE option.

-~

CVM parameters -

Method Transformation Optimization
Data transformation
@ Mone é
() Normalization
|
i |
|

ok || Gancel |[ Hew |

3 See http://c2inet.sce.ntu.edu.sg/ivor/cvm.html to understand these settings (Section How to Use).
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In the OPTIMIZATION tab, we set the options which influence the quality of the optimization (and

which influence also the calculation times!):

(CVM parameters

| Method Transformation | Optimization

Epsilon for Tolerance : Ib.DDD‘I 6

Use shrinking for optimization é

oK ﬁam&l || Hep

e Epsilon: 0.0001 (-e 0.0001)

e Use shrinking for optimization (-h 1).
We validate and we click on the VIEW menu to run the learning phase.

3.4 Training phase and model evaluation

Default title

=-EF] Dataset (wba.txt)

=7 Select first examples 1 Classifier performances
%% Define status 1

D) Supervised Learning 1 (CVM

Parameters...

m

Supervised parameters...

Execute

Components
Data visualization | Statistics | Monparametric statistics | Instance selection |
Feature construction | Feature selection | Regression | Factorial analysis |
PLS | Clustering | I Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
[2 C-pLS &£ C-RT £, C5-CRT £ 05-MC4
] I +

The resubstitution error rate is 0.55% (244 + 31 = 275 misclassified instances on 49,749). There are
3,843 support vectors.
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SVM characteristics

Characteristic Value
#classes 2
# support vectors » 3843
# support vectors for each class
# sv, for neg 2592
# sv. for pos 1251

Computation time : 148123 rns.-

Created at 18/05/2012 11:5%:47

The calculation time of the learning phase is 148 seconds. But it can
be divided in two parts, the detail for each step is provided into the
log file (debugfile.txt): 65 seconds are dedicated to the creation of
the model, this is really fast for a SVM like algorithm considering the
size of our dataset; 83 seconds correspond to the classification of the
instances into the learning sample AND the test sample. This second
step is needed for the calculation of the error rate on the learning
sample, but it is also need for the calculation of the test error rate. Its
execution time is not negligible. It will be all the more important that

the number of support vectors is high.

| debugfile.txt - Blo 'LIL

Fichier Edition Format Affichage

'

TopSpvLearning. ConnectClassatt, nom de class attribute : classe
[ToponeInstance] learning set size = 49749
Sparse - Without normalization

[TcalcLibcvmcvm] data preparation = 421 ms.

[LIBCVYM] ok check parameters, run training
[TcalcLibcvmCym] call SWVM_TRAIN = 64444 ms.

SVM type = 6, KERNEL type = 2, Gamma = 1

<=F Fun 'Iearn'ing duration (TOpOneInstance) : 65255 (
<>>> set projection duration (ToponeInstance) : 82868

CORE_EXECUTE DURATION -->> "Supervised Learning 1 (cwvm)" : 148123 ms.
CORE_EXECUTE RESULTS --»>> "Supervised Learning 1 (CvM)" : one instance of CwM is generated |
<< before --- core --- after >» ‘:‘

FRMBASEOPERATOR >> duree formation du string2html 0

FRMBASEOPERATOR >> duree chargement dans le browser 16

-

< |

1 | *

To obtain the test error rate, we add again the DEFINE STATUS component. We set CLASSE as
TARGET, and the prediction column PRED_SPVINSTANCE_1 as INPUT.

EFiIe Diagram Component Window Help

0w @5

Default ti

tle

=-FF Uataset (wla.txt)

B # Select first examples 1
EF& Define status 1
E||I| Supervised Learning 1 (CVM)

L% Define status 2

Parameters
J Attributes : T . b
aroct QM| Nustrative|

classe

[ ~
Parameters

Attributes :

| toget | ot Gleve| | | [earal ] (Cloarssiocied ]

c
C
c
C
c
C

Data visualizati g

Feature construs c

c
PLS

Spv learning asses

w280
V201
V282
V293
V254
v295
V296
V297
V298
V209
va00

c Al
kel ored Spuinstance 1 I}

o pred_Spvinstance_1

ok || cancel |[ hHer |

ance selection |

ctorial analysis |

ta-spv learning |

[ C-PLS B A Bl Clearall Clear sslected

£ C5-MC4

4
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Then, we insert the TEST component (SPV LEARNING ASSESSMENT tab) into the diagram. By default,
it computes the confusion matrix on the unselected instances into the branch i.e. the test sample.

B T O

EFiIe Diagram Component Window Help |-||5‘|| x]
0w &5

Default title -

= Dataset (wha.txt) o Res
4 Select first examples 1 o predSpviestancet

E|1‘:* Define status 1 _

BII‘ Supervised Learning 1 {CVM)
El'f:i Define status 2

B Hgﬂ Test 1
Parameters...
Execute /
- -
Wiew
Components
Dat: visualization | Statistics | Monparametric statistics | Instance selection |
Feature construction | Feature selection | Regression | Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
E?ECros&«ah’dation IFELeave-One-Out H?HTest
—% Hosmer Lemeshow Test == Logistic Regression Residuals H?HTrain-test
4 | 1 3

The test error rate is 0.57%, with 85 (74 +11) misclassified among 14,951 instances.

4 Ball Vector Machine

BVM is a variant of CVM. The reference article is: I. W. Tsang, A. Kocsor, J. T. Kwok. Simpler core
vector machines with enclosing balls. Proceedings of the Twenty-Fourth International Conference on
Machine Learning (ICML), Corvallis, Oregon, USA, June 2007.

E File Diagram Component Window Help
Dw @5

Default titl |

- Dataset (wha.txt)

- # Select first examples 1

E-¥% Define status 1 Parameters

B|I| Supervised Learning 1 (CVM) Hernet type - REF

Bf} Define status 2 Lz (P T EE 5 iy

: i Huu Test 1 G_amma (poty / rbf / sigmoid/laplacian/norm poly finv dist/inv yb 4

i [¥] Supervised Learning 2 (BVM) - gD
Coefl (poly/sigmoid/norm poly) (1]
Tolerance of termination criteria (eps) » 0.0001
C {Complexity Cost) - 1
Compute probability estimates 0
Use shrinking heuristics 1
Data normalization : 0
Max # of core vectors 50000
Sample size for probabilistic sampling 60

Components [
Data visualization | Statistics | Monparametric statistics | Instance selection | Feature construction |
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | M:zta-spyv learning | Spv learning assessment | Scoring | Association |
= Binary logistic regressinn %501.5 & CRT £ (5-MC4
[ BVM 2 c-pLs 2, CS-CRT I csve
4 i ] r
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Roughly speaking, the minimization requirement during the search of the enclosing ball is relaxed.
The calculation time should be reduced during the learning process. But the classification

performance (accuracy) should not be affected.

We add the BVM component (SPV LEARNING tab) into the diagram. We set exactly the same settings

as the CVM component above. We leave the default values for the additional parameters.

The calculation time is 84 seconds (27 for the model construction, 57 for the classification of all the
instances). We obtain 2,710 support vectors. The resubstitution error rate is 0.56%.

SVM characteristics .
. Classifier performances
Characteristic Value
(FETTTITE CEERE - & Values prediction Confusion matrix
# support vectors for each class
e —— a87 Value Recall 1-Precision ---
# sv. for pos 1223 el e il -
pos 0.8404 0.0327 - 236 1243 1479
Computation time : 84662 ms. - Sum 43484 1285 49740
Created at 18/06/2012 15:37:18

The test error rate is 0.59% (88 misclassified among 14,951 instances).

EFiIe Diagram Component Window Help mmm

0w @&
Default title ‘
= Dataset (wha.txt) _-
B} select first examples 1 Evaluation set : unselected examples

E-F% Define status 1
E||1| Supenvised Learning 1 (CYM)
=" fd Define status 2
...... H H Test 1
E| IZ‘ Supervised Learning 2 (BVM)
= fé Define status 3

m

Components

Data visualization Statistics Nonparametric statistics Instance selection |

Feature construction I Feature selection I Regression I Factorial analysis |
PLS | Clustering | Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
E?ﬂBia:.Jvariance decomposition E?ECros&J\raLidation IFELea\fe—Dne—Dut H?HTest
E?EBoobtrap -7 Hosmer Lemeshow Test == Logistic Regression Residuals H?HTrain—test
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5 Comparison with C-SVC [LIBSVM]
5.1 The C-SVC approach from the LIBSVM library

CVM and BVM are expected to provide results comparable to those of standard SVM
implementation, while being able to handle large databases. To verify this, we apply the C-SVC from
the state-of-the-art LIBSVM library on the same dataset.

We add the C-SVC component (SPV LEARNING tab) into the diagram. We set the same settings as for
CVM and BVM.

E File Diagram Component Window  Help ml?"?l
I =
= Detasct (it o pamametes
- # Select first examples 1 =
[ Parameters 5
-4 Define status 1
: R . Kernel E REF
BIE Supervised Learning 1 (CVM) VD »
; E":i Define status 2 Degree (poly) iy
. HHH Test 1 Gamma in kernel functicn (pnly!rb‘l‘!s‘l’gmnfd]» 1
E‘E‘ Supenvised Learning 2 (BVM) Coeflin kernel function(poty / sigmoid) i}
Bf:i Define status 3 Tolerance of termination criteria (eprs]- 0.0001
Lo Test 2 € (Complexity Cost) - 1
--[¥] Supervised Learning 3 {C-SVC) Compute probability estimates 0
Use shrinking heuristics 1
Data normalization i}
‘ Components
Data visuali Statistics | Nonparametric statistics Instance selection |

Feature construc
PLS

Feature selection | Regression Factorial analysis |

|
|

Clustering | I Spv learning | Meta-spv learning |
|

Spv learning assessment | Azzociation
ne=Binary logistic regression £,C45 Fowm A2 C5-MCH
[ BVM B2 c-pLs A2 CS-CRT el il Ao
4 i | 3

We launch the calculations.

SVM characteristics

Classifier performances

Characteristic Value
# support vectors » 1Y Values prediction Confusion matrix
? stppart vestors for sach s Value Recall iPrecision  neg  pos  Sum
#sv, forn 31784
8 neg 0.9994  0.005 neg 48243 27 48270

#sv. for pos 1273

Computation time : 2125045 ms.
Created at 18/05/2012 16:26:56

pos 0.8147  0.0219 - 274 1205 1479
- 48517 1232 49749

We obtain 33,057 support vectors in 2,125 seconds (~ 35 minutes!). More specifically, the time for
the model construction is 1,560 seconds; it is 564 seconds for the classification of the instances. The
resubstitution error rate is 0.61%.
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The test error rate is 0.61%. This is similar to those of CVM and BVM.

(4 TANAGRA 1444 - [T

E File Diagram Component Window Help ) mmm
Dw @

Default title: _
= Dasaset (et o pamametes
E|f Select first examples 1
Bfﬁ Define status 1
E‘E‘ Supervised Learning 1 (CVIM)

| S ER petiee stats2 -~ eredSpumstances

Evaluation set : unselected examples

m

: Lo Test 1
E|E| Supervised Learning 2 (BVM) EE R IHLLE] -
EI*:‘ Define status 3 Values prediction Confusion matrix
Mo S se
=-[¥] Supervised Learning 3 (C-SVC) mez  0.9994 0.0057 - 14489 3 14497 —
E'"*?i Define status 4 pos 0.8172 0.0211 - 23 371 454 |
Pl Test Sum 14572 379 14951 _
Components
Data visualization | Statistics | Nonparametric statistics | Instance selecton |
Feature construction | Feature selection | Regression | Factorial analysis |
PLS | Clustering | I Spv learning | Meta-spv learning |
Spv learning assessment | Scoring | Association |
i=Binary logistic regression £1.C4.5 & CRT £ C5-MC4
(52 BYM [ c-pLsS 2, CS-CRT 1 c-sve
4 I | b
5.2 Comparison
To compare the methods, we summarize the key results in the following table:
Model characteristics Calculation time (sec.)
Method # support vector Test error rate Model Classification
construction (64,700 cases)
CVM [LIBCVM] 3843 0.57 % 60 80
BVM [LIBCVM] 2710 0.59 % 27 57
C-SVC [LIBSVM] 33057 0.61% 1560 564

With the same settings, and the same accuracy than C-SVC, the calculation time is divided by 27 for
CVM; and by 57 for BVM. It seems also that these approaches can handle very large datasets (e.g. the
KDD-99 database with n = 4,898,431 instances in the authors' experiments).

Note: To be honest, the differences are not always as spectacular. By changing the settings (e.g.
gamma = 0, which is equivalent to set gamma = 1 / number of descriptors), we can obtain slightly less

accurate classifiers, but the calculations times become very similar.

4 The calculation time is strongly penalized by the large number of support vectors. Speaking generally, fastness in

classification phase depends on the number of supports vectors.
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6 Conclusion

The CVM and BVM algorithms from the LIBCVM library seem particularly efficient. They are a very
credible alternative to conventional implementations of the SVM algorithms in the treatment of large
databases (with many instances). These methods are incorporated in Tanagra 1.4.44 (and later).
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