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1 -  Topic 

Tools for the diagnostic and the assessment of logistic regression. 

This tutorial describes the implementation of tools for the diagnostic and the assessment of a logistic 

regression. These tools are available in Tanagra version 1.4.33 (and later). 

We deal with a credit scoring problem. We try to determine by using logistic regression the factors 

underlying the agreement or refusal of a credit to customers. We perform the following steps: 

• Estimating the parameters of the classifier; 

• Retrieving the covariance matrix of coefficients; 

• Assessment using the Hosmer and Lemeshow goodness of fit test; 

• Assessment using the reliability diagram; 

• Assessment using the ROC curve; 

• Analysis of residuals, detection of outliers and influential points. 

On the one hand, we use Tanagra 1.4.33. Then, on the other hand, we perform the same analysis 

using the R 2.9.2 software [glm(.) procedure]. 

2 -  Dataset 

Our data file « LOGISTIC_REGRESSION_DIAGNOSTICS.XLS
1
 » contains n = 100 observations. The 

binary target attribute is « ACCEPTATION.CREDIT » (« yes » or « no »). The predictive variables are 

 

Name Description Type 

Age Age of the customer Continuous 

Income.Per.Dependent Income per dependent in the 

household 

Continuous 

Derogatory.Report At least one problem with the 

bank was reported 

Binary 

 

3 -  Analysis in Tanagra 

Importing the data file 

To import the dataset, we open the file into Excel spreadsheet. Then, by the way of Tanagra.xla
2
 add-

in, we click on the TANAGRA / EXECUTE TANAGRA menu. Tanagra is automatically launched, the data 

file is imported. 

                                                           

1
 http://eric.univ-lyon2.fr/~ricco/tanagra/fichiers/logistic_regression_diagnostics.zip 

2
 http://data-mining-tutorials.blogspot.com/2008/10/excel-file-handling-using-add-in.html; a similar tool is available for 

Open office Calc: http://data-mining-tutorials.blogspot.com/2008/10/ooocalc-file-handling-using-add-in.html 
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Launching the logistic regression 

We add the DEFINE STATUS component into the diagram. We set ACCEPTATION.CREDIT as TARGET, 

the other attributes as INPUT. 
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We click on the OK button and we activate the VIEW menu. We obtain the following result. 

 

We add the BINARY LOGISTIC REGRESSION tool (SPV LEARNING tab). We click on the VIEW menu. 

 

The first information displayed is the confusion matrix, computed on the learning sample (CLASSIFIER 

PERFORMANCES). The resubstitution error rate is 0.24. We have the recall and (1.0-precision) for 

each value of the target attribute. 
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The MODEL FIT STATISTICS section assesses the global significance of the model. We compare the 

current model to the null model i.e. the model with 

only the intercept. Roughly speaking, the classifier is 

relevant if the AIC criterion (or BIC / SC criterion) of the 

model is lower than the AIC (BIC) of the null model. We 

observe here that SC(MODEL) = 119.063 < 

SC(INTERCEPT) = 121.257. 

The MODEL CHI² TEST (LR) section implements the 

likelihood ratio test. It allows also to assess the global 

significance of the model. The CHI-squared statistic CHI-

2 = LR = -2LL[INTERCEPT] – (-2LL[MODEL]) = 116.652 – 

100.642 = 16.0094. The degree of freedom is equal to 

the number of explanatory variables (3). Thus, the p-

value of the test is 0.0011 according a chi-squared 

distribution. At the 5% significance level, we conclude 

that the model is globally significant. 

R²-LIKE computes some pseudo r-squared statistics. 

When the value is close to 0, it means that the model is 

not relevant in comparison to the null model. 

Next we obtain the 

estimated parameters 

of the model i.e. the 

coefficients of the 

logistic regression. 

Each coefficient is 

evaluated with the 

Wald test. If the p-value is lower than the significance level, the parameter is significant. Here, at 5% 

significance level, only the parameters for the "Derogatory reports" and the intercept are significant. 

At the 10% significance level, “Age” becomes significant. 

For people who have the same age 

and income per dependent, there 

are 6.89 times more chances to 

reject the credit when at least one 

derogatory report is made [1/exp(-

1.929304) = 1/0.1452 = 6.89]. 

These are the odds-ratios described into the next table. We obtain also their confidence intervals at 

95% confidence level. 
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Testing the significance of a subset of coefficients 

We need to the covariance matrix of the coefficients for the testing the simultaneous significance of 

a subset of them (Wald test). In Tanagra 1.4.33 version (and later), they are supplied in a second tab 

(COVARIANCE MATRIX) of the visualization window. 

 

We can copy these values into the Excel spreadsheet (COMPONENT / COPY RESULTS menu). 

 

For instance, if we want to test « H0 : a(AGE) = a(INCOME.PER.DEPENDENT) = 0 », we can compute 

the test statistic with the following formula 
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With the CHI-2 distribution (2 d.f.), the computed p-value is 0.1347. At the 5% significance level, we 

cannot reject the null hypothesis. 

Hosmer and Lemeshow goodness of fit test 

The Hosmer and Lemeshow is a test for the overall fit of the model. This test is especially appropriate 

when the explanatory variables are continuous. It is more robust than the standard chi-square test 

based on the deviance residuals. The model adequately fits the data if the test highlights non-

significance. We add the HOSMER LEMESHOW TEST component (SPV LEARNING ASSESSMENT tab) 

behind the regression. This is the only location where we can insert it into the diagram anyway. 

We click on the VIEW menu. We obtain the table for the calculations. The value of the test statistic is 

CHI-2 = 4.4530 with the p-value = 0.8141. Because the p-value is higher than the significance level 

(5%), we conclude than the model fits adequately the observed dataset. 
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Reliability diagram 

The reliability diagram compares the observed probability and the estimated posterior probability of 

the model. The instances are subdivided into groups. The model fits the dataset if the points are 

aligned on a straight line.  
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First, we must compute the posterior probability of "yes" supplied by the model. We use the SCORE 

(SCORING tab). We set "yes" as the positive class value. 

We click on the VIEW menu to launch the calculations. A new column is added to the current dataset. 

It corresponds to the computed posterior probability to be “yes” for each instance. 

Then, we add the DEFINE STATUS tool. We set ACCEPTATION.CREDIT as TARGET, and SCORE_1 (the 

SCORE computed before) as INPUT. We note that we can set many scores as input. It is useful when 

we want to compare the performance of classifiers. We note also that the score column is not 

necessarily a probability. It must only make possible to rank the examples according to their 

tendency to be positive. 

 

Then we add the RELIABILITY DIAGRAM tool (SCORING tab). We click on the PARAMETRES menu. We 

specify the positive class value (ACCEPTATION.CREDIT = “yes”).  

We observe that we can build the reliability diagram on the selected examples (learning sample) or 

on the unselected examples (test sample). If the dataset was subdivided previously using the 

SAMPLING component for instance, we can compute the reliability diagram on the test sample. The 

result is more robust. 
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We click on the VIEW menu.  

 

The model is not very good. We observe that the scores are overestimated into the second group; 

they are underestimated into the third one. 
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ROC curve 

The ROC curve is a very useful tool for assessing the performance of a classifier. Among their multiple 

interpretations, we will say that it allows to evaluate the ability of the model to assign a higher score 

to the positive instances (than the negative instances). We add the ROC CURVE tool (SCORING). We 

set the following parameters. 

 

We click on the VIEW menu. We obtain the ROC curve. 
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The comparison of the models is also possible with this tool. We obtain the area under curve AUC = 

0.7575. It seems that our model is "fair" (http://gim.unmc.edu/dxtests/ROC3.htm). 

By comparing the results provided by several indicators, we can get a more reliable opinion about 

the quality of the model. This aspect is very important. We must not focus on a single indicator. 

Residual analysis 

The residual analysis allows to check the validity of the model. It allows also to detect the outliers 

and influential points. We add the LOGISTIC REGRESSION RESIDUALS tool (SPV LEARNING 

ASSESSMENT tool) behind the logistic regression. We click on the VIEW menu. 

 

Some indicators are available. They are computed for each individual. 

• HAT: leverage; 

• PEARSON: Pearson residual; 

• STD_PEARSON: standardized Pearson residual; 

• DIFCHISQ: contribution to the Pearson statistic; 

• DEVIANCE: deviance residual; 

• STD_DEVIANCE: standardized deviance residual; 

• DIFDEV: contribution to the deviance; 

• COOK: Cook’s distance ; 

• DEFBETA: DFBETA for each explanatory variable, including the intercept; 

• DFBETAS: standardized DFBETA. 
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The values which are higher than (and/or lower than) the cut values are in bold. But it is often more 

interesting to copy the values into a spreadsheet and sorting the table according some indicators. We 

can better detect the suspicious examples. 

Into the REPORT tab, we have a summary of the number of outliers or influential points detected for 

each indicator. 

 

4 -  Analysis in R 

We do not detail all operations with R. We give only the commands that allow to achieve the 

requested results. The source code “LOGISTIC_REGRESSION_DIAGNOSTICS.R” is included into the 

archive which is distributed with this tutorial. 

Importing the data file and performing the logistic regression 

We set the following commands to import the data file and to perform the logistic regression. We 

load the dataset in the XLS (Excel) file format using the "xlsReadWrite" package. 
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We obtain the same results as Tanagra. 

 

To obtain the prediction of the model and the confusion matrix, we set. 

 

We obtain. 
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Covariance matrix of coefficients 

We need the covariance matrix in order to test the significance of a subset of coefficients. It is 

associated to the “summary object”. 

 

R has powerful tools for the matrix operations. We can use them directly. 

Hosmer - Lemeshow test 

For the Hosmer-Lemeshow test, the ROC curve and the reliability diagram, we need the “score” 

column. We use the predict(.) command. 

 

Then, we write a function to compute the Hosmer and Lemeshow statistic. I think this source code is 

very simplistic, but it allows to the reader to understand the details of the treatments
3
. 

                                                           

3
 For instance, here is a sorter source code loaded from the web. Of course, we obtain the same results. 

 

 

 



Tanagra Tutorial  R.R. 

27 mai 2010  Page 14 sur 15 

 

The result is consistent with those of Tanagra. 

 

Residual analysis and influential points 

Some commands enable to compute the indicators for the residual analysis. 

 

influence() provides the leverage (hat values), DFBETA, deviance and Pearson residuals. 

Influence.measures() provides DFBETAS, DFFIT, COVRATIO, Cook’s distance, leverage. 

Other commands are available. We observe that all the results are consistent with those of Tanagra, 

excepting the DFBETA(s). I have not found the origin of the differences. I note only that the 

DFBETA(s) provided by Tanagra, SAS and SPSS (state-of-the-art commercial tools) are identical. 
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5 -  Conclusion 

In this tutorial, we tried to give an overview of the tools used to assess and diagnose the logistic 

regression. Some are specific to the regression (Hosmer-Lemeshow test, analysis of residuals), while 

others are more generic, they can be used for any classifier which can provide a prediction or a 

"score" (confusion matrix, ROC curve). 

 


