Tutorial — Case studies R.R.

1. Topic
Supervised rule induction — Software comparison.

Supervised rule induction methods play an important role in the Data Mining context. Indeed, it
provides an easy to understand classifier. A rule uses the following representation: “IF premise THEN

conclusion” (e.g. IF an account problem is reported on a client THEN the credit is not accepted).

Among the rule induction methods, the "separate and conquer" approaches are very popular during
the 90's. Curiously, they are less present today into proceedings or journals. More troublesome still,
they are not implemented in commercial software. They are only available in free tools from the

Machine Learning community. However, they have several advantages compared to other techniques.

Compared to classification tree algorithms (http://en.wikipedia.org/wiki/Decision_tree_learning) which

are based on the divide and conquer paradigm, their representation bias is more powerful because it
is not constrained by the arborescent structure. It needs sometimes a very complicated tree to get an
equivalent of a simple rule based system. Some splitting sequences are replicated into the tree. It is
known as the "replication problem". The other consequence is that the induction bias is not the same.
The tree searches the average purity on the leaves when it splits a node. The separate and conquer

on the other hand tries to maximizes the purity of one leaf only when it tries to create a rule.

Compared to the predictive association rule algorithms (e.g. http://www.comp.nus.edu.sg/~dm2/), they

do not suffer of the redundancy of the induced rules. The idea is even to produce the minimal set of
rules which allows to classify accurately a new instance. It enables to handle the problem of collision

about rules, when an instance activates two or several rules which lead to inconsistent conclusions.

In this tutorial, we describe first two separate and conquer algorithms for the rule induction process.
Then, we show the behavior of the classification rules algorithms implemented in various tools such as
Tanagra 1.4.34, Sipina Research 3.3, Weka 3.6.0, R 2.9.2 with the RWeka package, RapidMiner 4.6,
or Orange 2.0b.

2. The« separate-and-conquer » paradigm
The goal is to learn a prediction rule from data
If Premise Then Conclusion
« Premise » is a set of conditions « attribute — Relational Operator — Value ». For instance,
Age > 45 and Profession = Workman

In the supervised learning framework, the attribute into the conclusion part is of course the target
attribute. A rule is related to only one value of the target attribute. But one value of the target attribute

may be concerned by several rules.
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Basically, the separate and conquer algorithms are based on the sequential covering principle: we
define a rule which accurately predict one value of the target attribute (conquer); we remove the
covered examples from the learning set (separate); we iterate the process until all the training

instances are covered. They belong to the AQ family algorithms (Michalski, 1969).

Based on this framework, two approaches are usually implemented. The bottom-up approach starts
from a positive instance; it tries to generalize the rule by removing some conditions. The rule must
cover the largest set of positive instances with the fewest negative instances. This method is often
quite slow, especially on large and noisy dataset. On the contrary, the top-down approach is similar to
the classification tree induction. But we try to maximize only the purity of the leaf on a branch of the

tree. The calculation time is very similar to the induction tree algorithms.

In this tutorial, we present two methods based on the top-down separate-and-conquer principle. They
correspond to two variants of the famous CN2 induction rule algorithm? implemented into Tanagra.

They can handle directly multiclass problems (the target attribute can take more than 2 values).

2.1. Induction of ordered rules - Decision list induction

The first CN2 algorithm (Clark and Niblet, 1989) allows to induce a decision list (Rivest, 1987). It is an
ordered and mutually exclusive set of rules. When we want to classify a new instance, the first rule is
evaluated. If it is not fired, we test the second rule, and so on, until a rule is fired. If no rule is activated,

we use the default rule.

The rule based system has the following structure:
IF Condition 1 Then Conclusion 1
Else If Condition 2 Then Conclusion 2
Else If...
Else If (Default rule) Conclusion M

The main advantage of this representation is that we cannot have rule conflict. One and only one rule

is activated when we want to classify a new instance.

N° Antecedent Consequent Distribution

1 |IF physician-fee-freeze in [y] -- synfuels-corporation-cutb in [n] Class in [republican] (135; 3)
ELSE IF physician-fee-freeze in [n] Class in [democrat] (2; 245)

3 |ELSE (DEFAULT RULE) Class in [republican] (31; 19)

Figure 1 — Decision list on Vote dataset

We obtain a set of 3 rules on the Congress Vote dataset?® (Figure 1). The aim is to detect the political

group membership of congressmen from the votes on various topics.

1) Furnkranz, « Separate-and-Congquer Rule Learning », Artificial Intelligence Review, Volume 13, Issue 1, pages
3-54, 1999.

?P. Clark and T. Niblett, « The CN2 Induction Algorithm », Machine Learning, 3(4) :361 :283, 1989.

P. Clark and R. Boswell, « Rule Induction with CN2 : Some recent improvements », Machine Learning — EWSL-
91, pages 151-163, Springer Verlag, 1991.

See also : http://www.cs.utexas.edu/users/pclark/software/
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The “antecedent” is the premise of the rule; the “consequent” is the conclusion. The distribution

displays the occurrence of each values of the target attribute among the covered instances.

When we want to classify an instance with the following characteristics (Physician-fee-freeze = y;
Synfuels-corporation-cutb = y), we observe that only the default rule is activated. Thus we assign to

the instance the "republican" label.

We observe that we can obtain the same set of rules with the induction graphs algorithm# (Figure 2).
This last one is a generalization of the classification tree approach where we can merge nodes. But
the rule based classifier is definitely more compact (and easier to understand) whereas the two

classifiers are logically identical.
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Figure 2 — Decision graph on the “Vote” dataset

Decision list induction algorithm

The induction process is based on the top down separate and conquer approach. We have two nested
procedures. The first is intended to create the set of rules from the target attribute, the input variables

and the instances.

® http://archive.ics.uci.edu/ml/datasets/Congressional+Voting+Records

“D. Zighed, R. Rakotomalala, « Graphes d’Induction : Apprentissage et Data Mining », Hermes, 2000.
See also R. Rakotomalala, « Graphes d’Induction », PhD Dissertation, University Lyon 1, 1997 ; chapter 7.

15 février 2010 Page 3 sur 31



Tutorial — Case studies R.R.

Deci sion List (target, inputs, instances)
Ruleset = O
Repeat
Rule = Specialize (target, inputs, instances)
If (Rule = NULL) Then
Ruleset = Ruleset + {Rule}
Instances = Instances — {Instances covered by the rule}
End if
Until (Rule = NULL)
Ruleset = Ruleset + {Default rule (instances)}
Return (Ruleset)

At each step, the algorithm creates the best rule by a top down search using the available instances.
The process is continued until one cannot create a new rule. The default rule is based simply on the

remaining instances; the conclusion corresponds to the most frequent value of the target attribute.

The “specialize” function is very important in the process. It is based on a top down search paradigm
i.e. it sequentially adds the best, according to a certain purity measure, condition to the existing

premise. The inability to improve the measure is the stopping rule. It is a hill climbing optimization5.

Speci alize (target, inputs, instances)

Rule = NULL

Max.Measure =- o

While (Stopping.Rule(Rule) == FALSE)
Ref.Measure = - 00

For Each Candidate Proposition
Measure = Evaluation (Rule, Proposition)
If (Measure > Ref.Measure)
Then
Ref.Measure = Measure
Proposition* = Proposition
End If
End For
If (Ref.Measure > Max.Measure)
Rule = Rule x Proposition*
Max.Measure = Ref.Measure
End If
End While
Return (Rule)

The “evaluation” function plays two important roles during the specialization process:

1. It checks if the additional proposition enables to improve significantly the rule. On the one hand, it

uses a chi-square test of independence (http://en.wikipedia.org/wiki/Pearson%27s_chi-

square_test#Test_of_independence). If the computed p-value is lower than the significance level

of the test (« Signif.Level for pruning », the default value is 0.10), the additional proposition

(condition) is accepted. On the other hand, it checks if the number of covered instances is upper

> In the original CN2 algorithm (Clark and Niblett, 1989), the authors use a more sophisticated beam search
during the optimization process. This solution is implemented into the Orange software for instance. The
parameter "k" allows to specify the beam width. If we set k=1, we obtain a hill climbing optimization.
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or equal than a predefined threshold. It is a support criterion (« Min. Support of Rule »%; the default

value is 10).

Here, we analyze the addition of the condition to the first rule of our first rule on the "Vote" dataset

(Figure 1). We use the distribution outlined into the decision graph (Figure 2).

Root PHYSICIAN = Y SYNFUELS =N
Republican 168 ==> 163 ??? ==>?77 135
Democrat 267 14 3

With the additional condition, the rule covers N, =135+3 =138 instances. It is larger than the

support threshold. About the chi-square test, we set the following cross tabulation.

+Synfuels =n Uncovered Physician
Republican 135 28 163
Democrat 3 11 14
Total 138 39 177

We obtain x> = 28.29, the p-level is 1.05x10 (< 0.10). The additional condition is validated.

2. The "evaluation" function is also used to measure the relevance of the rule. Two measures are
available : the Shannon entropy, it highlighted the purity of the instances covered by the rule

(http://en.wikipedia.org/wiki/Entropy_%28information_theory%29); and the J-measure, it is rule-

preference measure which quantifies the information content of a rule or a hypothesis
(http://id3490.securedata.net/rod/pdf/RG.Paper.CP22.pdf). Beyond formulas and interpretations,

we note mainly that the first leads to more specialized rules, and therefore more complex rule set.

It is the best when we work on small non-noisy dataset. The second, however, favors simpler
solutions, leads to fewer rules; each rule has a higher support. We use this last one when we deal

with large and noisy dataset.

Let p, the probability P(Y=k) the class distribution on the whole dataset, the initial class distribution;
Py, a is the probability P(Y=k/a) for a rule with the condition « a », the conditional class distribution;

P, is the relative support of the rule, the “weight” of the rule.

We take the first rule R of our classifier (Figure 1), we have the following values:

Root SYNFUELS = N
Republican 168 135
Democrat 267 3
Republican 0.386 0.978
Democrat 0.614 0.022

The Shannon entropy does not consider the initial class distribution.

®In the supervised learning framework, the support of the rule corresponds to the number of instances
covered by the rule, whatever their target attribute value. The definition of the same term “support” is
different in the association rule mining context.
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S(a) = Z Pe/a 109 Py/a
K

For R, S(a) is
S(a) = [0.978x (- 0.031) + 0.022x (- 0.120)] = -0.151

The J-Measure considers the initial class distribution. We prefer also this measure when we deal with
imbalanced dataset.

J(a) = p, xz Py/a log Py/a
k. Py Pk

On the same rule R, we have

J(a) = % x[2.533x(3.396) + 0.035% (- 0.171)] =1.023

The Shannon entropy is not aware to the weight of the rule. If we measure the relevance of an other

rule R’ with the following characteristics

Root a'
Republican 168 50
Democrat 267 1
Republican 0.386 0.980
Democrat 0.614 0.020

We obtain respectively: S (a’) = -0.139> S (a) = -0.151; J (a’) = 0.381 < J (a) = 1.023. The S(.)
measure prefers R' while J(.) highlights R. In the end, we obtain more specialized rules with the

Shannon entropy measure.
Dealing with continuous predictive attributes

Because of the separate and conquer paradigm, the discretization on the fly of the continuous
attributes is not easy, compared with the decision tree induction approach. It is more appropriate to
discretize them in a pretreatment step, before the learning process. Among the various available
algorithms, the state-of-the-art MDLPC (Fayyad and Irani, 1993 -- http://data-mining-

tutorials.blogspot.com/2008/11/discretization-and-naive-bayes.html), which is a univariate supervised

discretization algorithm, is one of the best techniques in the supervised learning framework.
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2.2. Induction of unordered rules

Ruleset

The second version of CN2 creates unordered set of the rules (Clark and Boswell, 1991). The authors
claim that this kind of rule set is easier to understand. Indeed, with an ordered set of rules, when we
read the i-th rule, we must consider the (i-1) preceding rules. It is impracticable when we have a large

number of rules.

The classifier is now outlined as the following:

If Condition 1 Then Conclusion 1

If Condition 2 Then Conclusion 2

(Default rule) Conclusion M

When we want to classify a new instance, we must evaluate all the rules. If none are activated, we use
the default rule. But, sometimes, several rules may be activated. Some of them can lead to conflicting

conclusion. We must define a strategy to solve this situation.

On the “Vote” dataset, we obtain the following ruleset (Figure 3).

N Antecedent Consequent Distribution

1 |IF physician-fee-freeze in [y] -- adoption-of-the-budget-re in [n] -- el-salvador-aid in [y] Class in [republican] (137; 4
2 |IF physician-fee-freeze in [y] -- anti-satellite-test-ban in [y] -- adoption-of-the-budget-re in [y] Class in [republican] (17; 0)
3 |IF physician-fee-freeze in [y] -- synfuels-corporation-cutb in [n] Class in [republican] 9; 3)
4 |(DEFAULT RULE) Class in [democrat] (5; 261)|

Figure 3 — Unordered rules for the “Vote” dataset

For classifying an instance with the following characteristics (physician-fee-freeze = y; adoption-of-the-
budget-re = n; el-salvador-aid = y; synfuels-corporation-cutb = n), the rules n°1 and n°3 are activated.
We add the absolute frequency of each class value i.e. republican = 137 + 9 = 146; democrat =4 + 3
=7; then, the most occurred value defines the conclusion. For our example, we label the instance with
the "republican” value (137 > 7).

Induction algorithm

The procedure which encapsulates the process is roughly the same, but we analyze explicitly each

class value now.

Rul e I nduction (target, inputs, instances)

Ruleset= [
Sort the class values according their occurrence (d ecreasing order)
For Each class value « ¢ » except the last
Sample = Instances
While Rule '= NULL
Rule = Specialize ( c, var.cible, var.prédictives, sample)
If (Rule '= NULL) Then
Ruleset = Ruleset + {Rule}
Sample = Sample — {Instances of the class “c” cov ered by the rule}
End If
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End While
End For
Instances = Instances — {Instances covered for at | east one rule}
Ruleset = Ruleset + {Default rule (instances)}
Return (Ruleset)

The approach can handle a multiclass problem. The “specialize” procedure plays also an important

role during the process.

Speci al i ze (class, target, inputs, instances)
Rule = NULL
Max.Measure =-
Repeat
Ref.Measure = - 00
Proposition* = NULL
For Each Candidate Proposition

Measure = Eval uati on (class, Rule, Proposition)
If (Measure > Ref.Measure)
Then

Ref.Measure = Measure
Proposition* = Proposition
End If
End For
If (Ref.Measure > Max.Measure)
Rule = Rule x Proposition*
Max.Measure = Ref.Measure
End If
Until (Proposition* == NULL)
If Significant (Rule) ==TRUE Then Return(Rule) Else Return(NULL)

"Specialize" is a hill climbing optimization process. But, compared with the decision list approach, we

try to discover the best rule for a specific value "class" of the target attribute.

Here again, the "evaluation" function is used to check the validity of a rule i.e. the support of the rule is
larger than the “Min.Support” parameter (10 by default). But it is used also to quantify the relevance of

the rule. The goal of the optimization process is discover the most relevant rule.

In order to outline the various measures, we use the following cross-tabulation.

Premise Non (Premise) Total
Conclusion [Obs. [ class] N, n.
Conclusion [Obs. O class]
Total n, n

Where:

e N is the total number of instances sent to the procedure;

* N, is the number of instances covered by the premise of the rule;

* N, is the number of positive (target value is “class”) instances sent to the procedure;

. na

. is the number of positive instances covered by the rule;

n ac

is the confidence of the rule, it states the purity of the rule.
C
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Tanagra uses three measures. We ordered them according their ability to induce more specialized

rules. The behavior of the last one can be adjusted by using a certain parameter.

» Confidence statistic

n.—-nn./n
ZC(c,a) = 220
J@Jn-n9/®®4n-ndlm
n-1
e Counter-examples statistic (Lerman, Gras and Rostam (1981 --

http://msh.revues.org/document2213.html)
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Compared to the standard J-Measure, the Asymmetric J-Measure Jﬂ(c,a) favors the over

representation of the class value "c¢" in the rule. In addition, the measure is parameterized by the
weight . When we increase [3, we favor the more specialized rules. It seems that § =4 is a good

compromise between the support and the confidence of the induced rules.

The first two measures (ZI and ZC) are a test statistic comparing the initial target values distribution
and conditional distribution. We can evaluate if the deviation is significant according to a statistical
hypothesis schema. The "significant" procedure compares then the p-value of the test with a
predefined threshold (Signif.Level = 0.05 if the default value). Actually, this procedure is mainly used
as a pre-pruning rule during the process. When we decrease the threshold, we obtain a shorter rule

(the number of conditions into the premise is lower), and thus a classifier with fewer rules.
Numerical example

We compute the various measures on the first rule (n°1) generated on the "Vote" dataset (Figure 3).

We set 5 =20 in order to favor the confidence of the rules. We have the following cross-tabulation.

antecedent] uncovered Root
republican (c) 137 31 168
democrat (not ¢) 4 263 267
Total 141 294 435
| ZC (c,a) 17.3472 p-value 0|
| ZI (c,a) 8.8730 p-value 0|
[ J20(c,a) 0.2853 |
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Comparing the value of the various measures on the same rule is not very interesting. We observe

only that the rule seems relevant according the ZI and ZC measures (p-level < Signif. level = 0.05).

We detail here the computation of the Asymmetric J-Measure.

1

n\s |n n n.-—n n —n
J/,(c,a)z(?aj X{ﬁlogﬁ— ¢ % |og— aC}

n n n—-n n—-n

a a a a

1
_(141\» |137, 137 31 31
= —| X log - log

435 141 ~141 294 " 294
=0.2853

More interesting is to analyze of the values of each measure through the path from the root (initial

distribution) to the leaf during the search process.

-
- -
~ - - - - - )
PR A R 168 (39%) ’ republican
" 267 [61%) democrat
- prm—
,e > T i
“ 63 22 [ | 3 27z N 2 (mz
-2 14 [08%) [73%) 245 (39%)
-,
- ’/ in [n]
7 140 (36 [ [76%) 50z
ViR d B (14 [24%] 1 (50
” el-salvador-aid
in [4#7 i
717 7z (50%)
4 [03%) 2 [E0%)

In comparison of the rule defined by the leaf of the search path (Rule n°1 in the classifier - Figure 3),

the rule defined by the only one condition (physician-fee-freeze = y) has the following characteristics
R1’: IF Physician-Fee-Freeze =y THEN Class = Republican (163; 14)
The confidence of the rule is lower (92% vs. 97%), but the support is larger (177 instances vs. 141).

When we compute the various measures

antecedent'| uncovered Root
republican (c) 163 5 168
democrat (not c) 14 253 267
Total 177 258 435
[ zC(c.a) 18.9500 p-value 0
| ZI (c,a) 9.0799 p-value 0|
[ J20(c,a) 0.0007 |

Definitely, the first two measures ZI and ZC prefers the simpler rule R1’ [ZC(a’,c) = 18.95 > ZC(a,c) =
17.35; Zl(a’,c) = 9.08 > Zl(a,c) = 8.87]; while the Asymmetric J-Measure, because we favors the rules
with high confidence (we recall that we set [ = 20), favors the more complex rule R1 [J20(a’,c) =
0.0007 < J20(a,c) = 0.2853].
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2.3.

In the two sections above, we outlined two very simple approaches, which are variants of the CN2

The other rule induction algorithms

algorithm. We try to highlight the influence of the parameters on the characteristics of the obtained
classifier (number of rules, support and confidence of the rules). Of course, there are many other
algorithms. In an excellent survey, Furnkranz (1999) describes up to 40 algorithms. The most popular

is maybe the RIPPER method (Cohen, 1995 - http://www.cs.cmu.edu/~wcohen/), which is available

under the JRIP appellation into the Weka software.

3. Dataset

In a marketing campaign, we want to detect the people which are interested by a new product. We

have a binary target attribute (positive = yes; negative = no). The predictive attributes are the
customers’ characteristics (age, credit card, etc.). We have 79,838 instances (39.874 positive and
39.964 negative)’. We want to use the half of the dataset for the learning set, and the others for the

test set.

4. Rule induction with Tanagra

4.1.

After the launching of Tanagra, we create a new diagram by clicking on the FILE / NEW menu. We
import the LIFE_INSURANCE.TXT data file.

Importing the database

Ch dataset and start download il |
ETANAI oose your dataset and start downloa ==
File ) )
Diagram title :
[y =
Default title
Data mining diagram file name :
|D:‘.D ataMining\Databases_for_mining'dataset_for_soft_d WEH
Dataset (* bt * arff * xls) - £~
|b:‘.D ataMining\Databases_for_mining\dataset_for_soft_d ev_and_comp@
~
~
~
N
\
ok || cancel || Hep | “
¥ Tanagra i 1 |t
Regarder dans ife_insurance - & ,? » [~
- Mom Datedem.. Type Taille ) Motsces
celp || life_insurance.bet
Emplacements 1
récents 7
] ! I
| Data visualization Statistics I
I Bureau 7
Feature construction Feature selectior /
PLS Clustering i /
Spv learning assessment Scoring Maisen /
/
@ Correlation scatterplot IL. Scatterplot A /
EBExport dataset [# scatterplot with e 7
Ordinateur P
Nom du fichier lfe_insuranice bd - [70uvrir | A
== - Types de fichiers ; _Texl file v‘ { Annuler |
L i

7

http://eric.univ-lyon2.fr/~ricco/tanagra/fichiers/life_insurance.zip; we have the dataset into CSV (tab
separator) and ARFF (Weka) formats.
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We want to subdivide the dataset into a learning sample (50%) and a test sample. We use the
SAMPLING component (INSTANCE SELECTION tab).

E TANAGRA 1.4.34 - [Dataset (lde_lmEnce.mEJ14_
E File Diagram Component Window Help = [l & | =|

D |5

Diefaultt I I
b O emetes
i =

Bt —— Ing parameter I

Execute Parameters | Seed state \

View
Sample size definition _\
@ proportion size 50| E %
) absolute size 200 E

\ Lok [ cancel [ Hek [

Data visubdljzation | Statistics | Monparametric statistics | | Instance selecton |
Feature cons | Feature selection | Regression | Factorial analysis |
PLS Clustering | Spv learning | Meta-spy learning |
Spv learning assessment | | Azzociation |
fi Continuous select examples x\Rec aver examptes\ ,fSampLing
ft Discrete select examples Q: Rule-based selection }Stratiﬁed sampling

We set now “target” as TARGET attribute and the others as INPUT ones using the DEFINE STATUS

component.

Define attribute statuses e |
TANAGRA 14,34 - [Sampling T =B s
o Soreis Ll C—
¥ File Diagram Component Window N = [l&| %]
0w | Qgﬁn‘) v irbues Target Input | lilustrative
i A D savings_livret - target

£ #" Sampling 1 D revalving_credit -
. : D revolving_card
# Define status 1 D personnal_credit

D housing_credit
D financial_titles

D financial_savings
(DEEr——
ilil ﬁl [ clearall | [Clearselected |

m

Dal = D savings_ldd
l / elaultile D savings_cel
- Dataset {er_insurancey/ D savings_pel

D savings_pep

[ ok ][ cancel |[ help |

Define attribute statuses

Parameters
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Target Input | lllustrative

hu) cust category credit_card B
privilege_card

Data visualization Statistic 4 |
savings_livrst |
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Clusterin bu) credit_card savings_pel |
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revolving_credit
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(]
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hul savings cel
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4.2. Induction of Decision Lists

We add the DECISION LIST component into the diagram. We click on the SUPERVISED

PARAMETERS menu, the J-MEASURE is the default measure.

E TANAGRA 1.4.34 - [Define status 1]

-

EFiIe Diagram Component Window Help

= Wl

= [E ]

I Default file

(== Dataset {life_insurance. txt)
= # Sampling 1

Decision List parameters

Elm Define status 1

m

Supervised Learning 1 {Decision List) I ﬁ—\
rameters

Pararneters... v
Supervised parameters.., /
Execute
: Sig. level for pruning 0.100000
View
M SnpeH i 10 P |
L [ ok [ cancel |[ Hep |
[
| -Ompotrere
Data visualization Statistics Monparametric statistics Instance selection
Feature construction Feature selection | Regression Factorial analysis
PLS Clustering I Spv learning Meta-spv learning
Spv learning assessment Scoring | Azzociation B
i
= Binary logistic regression [ c-pLs £ CS-CRT [ csve
&5 CA.5 & CRT &2, C5-MC4 B, Decision List
1 L T | 2
= — —

We validate these settings and we click on the VIEW menu. We obtain

20 rules in 156 ms.

Number of rules = 20

Knowledge-based system

Antecedent
|F financial_titles in [n] -- savings_pep in [n] -- financial_savings in [n]
ELSE IF financial_savings in [y] -- bank_seniority in [==5] -- financial_titles in [y] -- account in [y]
ELSE IF bank_seniority in [<=1] -- savings_pepin [n]
ELSE IF savings_pep in [y]
ELSE IF cust_category in [cat_C] -- revolving_card in [n] -- priviiege_card in [n]
ELSE IF age in [»=51] -- savings_lvret in [y]
ELSE IF age in [<==50] -- savings_livret in [n] -- privilege_card in [n] -- cust_category in [cat_B] -- savings_cel in [n]
ELSE IF cust_category in [cat_A] -- account in [y]
ELSE IF savings_pelin [y] -- personnal_credit in [n]
ELSE IF age in [==50] -- revolving_card in [n] -- financial_savings in [n] -- savings_cel in [n]
ELSE IF privilege_card in [y] -- financial_titles in [y]
ELSE IF account in [n] -- bank_seniority in [==5]
ELSE IF bank_seniority in [-=5] -- gender in [M] -- personnal_credit in [y] -- financial_titles in [y]
ELSE IF revolving_credit in [y] -- revolving_card in [n] -- bank_seniority in [>=5]
ELSE IF bank_seniority in [»=5]
ELSE IF gender in [M] -- financial_savings in [n]
ELSE IF financial_titles in [n] -- cust_cakegory in [cat_B]
ELSE IF housing_credit in [n] -- financial_savings in [y] -- gender in [F]
ELSE IF age in [==50]
ELSE IF cust_category in [cat_B]
ELSE {DEFAULT RULE)

Consequent Distribution
target in [negative] (B436; 19%6)

target in [positive] (1627; 7560)

target in [negative]  (1065; 22)
target in [positive]  (159; 1344)
target in [negative] (1625; 528)

target in [positive] (1198; 3268)

target in [negative] (1635; 645)
target in [positive]  (619; 938)
target in [positive] (226;390) —
target in [negative]  (755; 525)
target in [positive] (289; 410)
target in [negative] (22; 1)
target in [positive] (B88; 146)
target in [negative] {102; 42)

target in [positive] (1617; 1799)

targetin [negative]  (146; 76) |E
target in [negative] 130; 18)
target in [positive] (34; 71)
target in [negative] (98; 74)
target in [positive] 1139; 158)
target in [positive] 05 0)

Computation time : 156 ms.
Created at 21/11/2009 00:59:22
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In order to compute the test error rate, we add again the DEFINE STATUS component, we set “target”
as TARGET, and the prediction of the classifier as INPUT (PRED_SPVINSTANCE_1).

E TAMAGRA 1.4.34 - [Supennsed I_eamlng 1 (Decis Define attribute statuses

w““ﬁ E

E File Diagram Component Window Help

M owe E (5

Attributes,

Target

Input

l /

D efault fitle

taset (life_insurance.txt)
- f Sampling 1
- #% Define status 1
E||1| Supervised Learning 1

#% Define status 2

cisiol

D sévings_ldd -
savings_cel

D savings_pel

D savings_pep

D revolving_credit

D revolving_card E

D personnal_credit

D housing_credit

D financial_titles £

D financial_savings
e ——

D pred_Spvinstance_1

target

Y

=

Clearall

] [Clearselected |

=nt Distribution

(8438;
1994)

(1627;

[

OK

|| gancar ||

Help

7560)

taroet in

{1065; 22)

[y

' Il ELSE IF ban joritv in T==11 —
Define attribute statuses Pr——

Parameters

DN

Data visualization
Feature construction
PLS

Spv learning assessment

Statistics
Feature selectic
Clustering

Scoring

&5 4.5

‘,'? Binary logistic rearession

B s

& CRT

1]

al

Attributes °
Target

Input

(1595 1344}

D savings_ldd o
D savings_cel

D savings_pel

D savings_pep

D revolving_credit
D revolving_card
D personnal_credit
D housing_credit
D financial_titles
D financial_savings

D target
Pl sirmmnessi

n

1

pred_Spvinstance_1

&lal &

Clearall

] [Clearselected |

C-SVC
,Decision List

[ OK

e —

The prediction is computed for all the instances, including the test set. We add the TEST component
(SPV LEARNING ASSESSMENT tab) into the diagram. It computes automatically the error rate on the

unselected instances i.e. the test set. We click on the VIEW menu. The error rate is 25.3%.

T TANAGRA 1434 - [Test 1] A — I B ~e =1 =
E File Diagram Component Window Help ==l x|
O H| 5
Defaut tile | =
= Dataset (life_insurance. txt)
E‘} Sampling 1 Evaluation set : unselected examples
=-¥}% Define status 1
3] Supersed Learingf (Decision i) |||
- %4 Define status 2 SR MM
...... Igl Test 1 -
positive 0.8005 aset | wso74 weess |
17825 22094 39919 L
||l
Z | i
Data visualization | Statis | Nonparametrrc statrsbcs | Instance selecton | Feature constructon |
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | Meta-spv learning | v learning assessment | Scoring | Association |
N
E?IEia:.ara.n‘ance decomposition -7 Hosmer Lemeshow Test \‘i?iTest l
E?EBootstrap I?ELeave-One-Out E?ETrain-test
E?ECroswaLidation E Logistic Regression Residuals
=
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4.3. Modifying the parameters of the learning algorithm
What are the characteristics of the induced ruleset when we modify the relevance measure?
B TANAGRA 1.4.34 - [Test 1] ™ - . - l & (=B [ ]

E File Diagram Component Window Help = I.E‘:; x|
Do B R
| Dietailt title: =
|| =B Dataset {life_insurance.txt)
: : Decision List parameters
- # Sampling 1
paramEters“I =
- H”I Supervised parameters..,
Sig. level for pruning : 0.100000
Execute
View Min. support of rule 10 4
il "
6120 19964
974 19955
0K ][ Cancel “ Help ]
0594 39919
: : Components. :
Data visualization | Statistics | Nonparametric statistics | Instance selection | Feature construction
Feature selection Regression Factorial analysis PLS Clustering
Spv learning | Meta-spv learning | Spv learning assessment | Scoring | Association
E?EBiasw’ar‘iance decomposition —7 Hosmer Lemeshow Test H?HTest
E?EBootstrap I?ELea\fe-Dne-Out H?HTrain—test
E?ECross.dvaLidation == Logistic Regression Residuals

12, = —— = =

We click on the SUPERVISED PARAMETERS menu of SUPERVISED LEARNING 1 (DECISION
LIST). We specify the Shannon Entropy as “Rule Evaluation” parameter. We validate this choice and

we click on the VIEW menu.

E Supervised Learning 1 (Decision List) EI@
Number of rules = 188 .

Knowledge-based system

Antecedent Consequent Distribution
target i

IF bank_seniority in [<=1] — cust_category in [cat_A] [n::ﬁl] (231; 0)

ELSE IF bank_seniority in [<=1] - credit_card in [y] -- financial_titles in [n] -- age in [<=50] ot 712; 0)
= i T - % - 2 2 [negative] 1L

ELSE IF bank_seniority in [<=1] -- account in [y] - financial_titles in [n] -- savings_livret in [n] target 536; 2)
i Y 7 ¥ i e [negative] (626

ELSE IF bank_seniority in [<==1] -- gender in [M] -- age in [<=50] -- revolving_credit in [n] -- cust_category in [cat_B] -- targetin (233; 0)
B

savings_pel in [n] -- privilege_card in [n] [negative]

The computation time is longer because the algorithm generates more rules (188 rules). If we consider
the first rules, we note that they are more specialized, with high confidence. On the other hand, the

supports of the rule are lesser.

Is a classifier with these characteristics is more accurate on the test set? We click on the VIEW menu
of the TEST component. The generalization error rate is 24.9%. This improvement does not justify the

supplementary 168 rules. The J-Measure seems to be the good choice on our dataset.
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- i e——— ey

W TANAGRA 1.4.34 - [Test 1]

E File Diagram Component Window Help N EE
Dw |5
l U | —— -
B R R S peametes
E} Sampling 1 Evaluation set : unselected examples
% Define status 1
E||1| Supervised Learning 1 (Decision List)
Parameters...
Execute
View l
-
Components. |
Data visualization | Statistics | Monparametric statistics | Instance selection | Feature construction |
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | Meta-spv learning | I Spv learning assessment | Scaring | Association |
!?IEia:.ﬂran‘ance decomposiion % Hosmer Lemeshow Test I?iTest
!?iBootstrap I?ELea\»e-One-Out E?ETrain-test
!?iCross*alidation E Logistic Regression Residuals

4.4. Induction of unordered rules

We use the RULE INDUCTION component (SPV LEARNING tab) in order to generate a set of
unordered rules. We click on the SUPERVISED PARAMETERS menu, the default settings are the
following.

[-[=]x]

(=[] Dataset (life_insurance. txt)
E| f Sampling 1
Eﬁ Define status 1
- |I| Supervised Learning 1 (Decision List)
- %4 Define status 2
Lo Test 1

Supervised Learnine 2 (Rule Induction}

Evaluation set : unselected examples

R m
Parameters

Min. Support of Rule 10

m

Parameters...

Supervised parameters...

Rule importance measure : | Misclassification rate statistic ¥

Execute e ‘ 1
) Signif. level for pruning 0.050000 199
View i
39919

[ = T —

Data visualization Statistics | Monparametric statistics | Instance selection Feature construction |

Feature selection | Regr: | Factorial analysis | PLS Clustering |
l‘ Spv learning | Meta-spv learning rning assessment | Scoring Azzociation |

I:_'-‘ K-NN 3:*' Multilayer perceptron 3 3:*' Radial basis function L;ﬁi
L;«f Linear discriminant analysis J?Mu[ﬁnumial. Logistic Regression Iﬁ PLS-LDA &, Rnd Tree
we=Log-Reg TRIRLS Er

g Naive bayes ]i-_Prototype-NN ule Induction

< [ e |

b=

We validate them. We click on the VIEW menu. We obtain only (!) 4 rules in 109 ms.
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= Dataset {life_insurance.txt) Number of rules = 4
E|f Sampling 1
-8 Define status 1 Knowledge-based system
= IZ‘ Supervised Learning 1 {Decision List)
i Antecedent Conseguent  Distribution
= m Define status 2 3 o 3 ) . . o .
I’I Test 1 IF financial_titles in [n] -- savings_pep in [n] -- financial_savings in I.ar\getrm I : 1996)
[n] [negative]
IZ‘ Supervised Learning 2 {Rule Induction) e
e L 3 rgetin :
IF bank_seniority in [<=1] -- account in [y] -- savings_pep in [n] ety {1049; 26)
IF cust_category in [cat_C] -- financial_titles in [y] -- savings_pep targetin (1622: 528)
in [n] -- revolving_card in [n] -- financial_savings in [n] [negative] :
IF age in [<=50] -- cust_category in [cat_B] -- savings_pepin [n] - targetin (8
financial_titles in [y] -- financial_savings in [n] -- savings_celin [n]  [negative] ? =
targst in (6418;
(DEFAULT RULE) itive] 16185)
Computation time : 109 ms. -
Data visualization | Statistics | Monparametric statistics | Instance selection | Feature construction ‘
l Feature selection | Regression | Factorial analysis | PLS | Clustering ‘
Spv learning | Meta-spv learning | Spv learning assessment | Scoring | Association ‘
r’;:s D3 33‘ Multilayer perceptron @PLS-LDA g Rule Inducton
[ K-NN =Multinomial Logistic Regression [¥s Prototype-NN [ svm
Linear discriminant analysis [ Naive bayes 3:" Radial basis function
e Log-Reg TRIRLS |8 PLS-DA £ Rnd Tree
‘ i r

What is the behavior of this classifier on the test sample? We insert a DEFINE STATUS component,
we set “target” as TARGET, the prediction PRED_SPVINSTANCE_2 as INPUT. Then, we add the
TEST component. The test error rate is 25.7%. Even if the induction algorithm generates a very few

number of rules, they are very relevant.

B TANAGRA 1434 [Test 21, b 0 0 - FEE DT -
E File Diagram Component Window Help [-[&] =]
0w ©| &
I Defaut tl AT
e S mmmees
E|f Sampling 1

Evaluation set : unselected examples

- %% Define status 1

: II‘ Supervised Learning 1 (Decision List)

. ¥l Define status 2

: g' Test 1

i D |I| Supervised Learning 2 (Rule Induction)
B--’fﬁ Define status 3

]

m

Values prediction ; Confusion
--_ __
0.2195 |negative 8476

positive. am 0.2861 [pesitive| sm 16161 1._9955

Parameters...

Execute
= [sum = amm 22637 39919
i
Il -
Data visualization ! Statistics ! Monparametric stai:rshcs ! Instance selection ! Feature construction !
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | Meta-spv learning | Spv learning assessment | Scoring | Association |
i -‘E;ID3 B}Muttil,ayer perceptron F_PIS-LDA Rule Induction
[ K-NN ne=Multinomial Logistic Regression [&s Prototype-NN < SYM
L;ff Linear discriminant analysis [FaNaive bayes 3:*‘ Radial basis functon
= Log-Reg TRIRLS [ PLS-DA & Rnd Tree
4 | I | »
= — — —= =
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5. Rule induction with Sipina

SIPINA includes several techniques for inducing rules. It implements for instance the hill-climbing

version of the two original CN2 algorithms (1989 and 1991 papers).

Other induction algorithms are also implemented, such as the famous IREP approach (Furnkranz and
Widmer, 1994)8 which is the ancestor of RIPPER (Cohen, 1995).

Note: Make sure you use the 3.3 version for this tutorial. The version number is showed in the title bar
of SIPINA.

5.1. Importing the data file
After the launching of SIPINA, we click on the FILE / OPEN menu in order to load the
LIFE_INSURANCE.TXT data file. We can specify the format of the data file with dialog settings: the

first row corresponds to the name of the variables; the column separator is the tab character.

S Ouvrir [=X=]
. _ S— = 5
— = Regarder dans Ifs_insurance R B = N == = &
3. Sipina Research Version 3.3 - [ = 5 (C=RERI0L X
: - B Nom Datedem... Type Taille Mots-clés S
. - - o~ =
a%| File | Edit Data Statistics || opemenss - fensurancete =[5 %
1 w— e récents
& Mew
| K
—=| / Bureau
e Open...
Attn B T
Save Haison
' Save as.. iy
Ondrateur
Export..
[ WA
Subsample managemer =
Réseau  Nom dufichier [ife _insurance.od E] L
Exit Typesdefichiers: [ Text fie format -.TXT) ~| m
E—— — —
Import text file options g
r i_EaI'n.il’.'lg meiho& cust_categolage bank_senior|gender zccount credit_cardprivilegs,
| 1 cat_B =50 =1 M n n
MethodM ame=lmproved ChalD (Tac - < a0 2 et . ¥
i ca =5 z_so a
MethodClassMame=T &breDecizsion] - , i ¥ z
Hdl=5 | cat_B >=51 >=5 F v v n
(| Merge=005 = cat_8 »=51 <=1 M ¥ n n
Split=0.007 L cat B <=?0 >=5 F v ¥ n
[ TypeBonferroni=1 cat_B <=50 <=1 M v v n
% alueB onferoni=1 c=t A >=s1 >=s £ ¥ = n
Sampling=0 - cat B »=51 »=5 M ¥ n n
e ; cat_C <=50 2_to_4 M ¥ " n
Examples zelection
L ;
— Defimiters
| [Editing + Tabs
MImproved ChAID (Tschuprow Goodness of Spl " Space
! ===t
" Other |, -

5.2.  Induction of unordered set of rules
We must first specify the target attribute and the input ones. We click on the ANALYSIS / DEFINE
CLASS ATTRIBUTE menu. By using drag and drop, we set the right configuration.

® Johannes Fiirnkranz and Gerhard Widmer, Incremental Reduced Error Pruning, in: Proceedings of the 11th

International Conference on Machine Learning (ML-94), pages 70--77, Morgan Kaufmann, 1994.
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2. Sipina Research Versio i _
&% File Edit Data Statistics Induction method IAnBPysisf Wiew Window Help
0O | Define class attribute..,
- = s cust Select active examples... a unt 1cred'rt card Jpr'n.rilege l:‘,arE savi =
Attribute selection 1 il T - : n n y [
1 Set weight field,.. i T T T |
2 [ A ttribute selection R I
— sel
B A
4l Class — Wariables
15 | Italget cust_categary
6 age
‘%‘ bank_zeniority
=1 Attributes gender ;
accoun
o g;:t_category = credit_card
P .. privilege_card
..11.5 E:;Eﬁen'o"t}' 3 savings_livret
Learning method 1 account z::::gz'?g:
MethadM amea=Improved ChalD (Tac . crgc_ht_card savings_pe|
MethiodClassMame=TArbreD ecision] — | L1 pnv!lege__card savings_pep
Hdl=& = savings_liret revalving_credit
Menge=0.05 =l | savings_|dd revolving_card
Split=0.001 Sa\-'!ngs_c:el - perzonnal_credit
TypeBonferroni=1 1 savinas oel housing_credit
WalugBonfemoni=1 1 financial_titles
_SEamD||n|g=D — hill] | E: ¢ Only discrete financial savinis
— Examples selection 1 .
I e " Only continuous
(' Both
| E
Elmgroved ChAID (Tschuprow GoodnE;I X annuler |

Now, we want to subdivide the dataset into train and test samples. We click on the ANALYSIS /
SELECT ACTIVE EXAMPLES menu. We select the RANDOM SAMPLING option.

. Sipina Research Versio : _
| &% File Edit Data Statistics Induction method IAnBPysisf View Window Help

| G| Define class attribute..,

| Tk Select active examples...
Attribute selection IE d
C gl

g Predi e active examples
] cu

ize of sample

a0 T zie 29919 of 79838 examples

Sampling strategy ——
* Random
" Shratified

EEEEEEEEE
[r1]
z

Learming meth
Methodh ame=|
ethodClassh
Hdl=8
Menge=0.05
Spit=0.001
TypeBonferron
WalusB onferm
Sampling=0

I — Examples el

Filter methiod
| oAl

I o List
EIm proved ChA

" Rule zelection
List of ewamples  Rlandom zampling I Rule filter I ¢ oK I x Annuler |

Last, we must define the induction algorithm. We click on the INDUCTION METHOD / STANDARD
ALGORITHM menu. In the dialog settings, we choose the CN2 LIKE (Other measures) method. A

second dialog box allows to define the algorithm settings. We validate the default parameters.
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2. Sipina Research Version 3.3 i |
I}:},; File Edit Data St;ﬁst'[cslflnductjon method | Analysic  View Window Help

B | | Standard algorithm.., I \

- i5‘” Icust catego age bank ioril gender account credit card |priviege carsavi =
Attibute selef celect an induction method " ﬁ ¥y |
-z Pred - .‘,r

8] d| Induction Graph Frule Induction ural networkl Dizcriminant anal}lsisl Decision IistI Other I .n
4B} o [CN2 [Clark & Boswell, 1997 I !
= DI i Ch2 th T
f8] g||C4.5 Rules (Quinlan. It
18] 3 1o
SDE |
0] i
18] n
18] 4 n
L= S =
I Learning metl ln
ethadh amdg T
MethodClass| I
Hd=32 CH2-Like (Other Measures) 0
Significanced v
Evaluation Fi ’W b
Min. Support “ L [ | ¥
—_— " : : " : =Y
: | 18 et H =t ==1_parameters for Improved CN2 w
— Exariples selection———————————— |18 cat_ B |<=50 |==5
39919 exarnples selected 20 cat C =50 2to — Pruning rule =
39919 examples idls =l _ - - r
'. [Editing | NEW.FOM Sig. lewel for statistical meazure 0.09 _3_8_4;
ICNZ-LiRe (Other Measures) Min. Suppoart of the rule A

Rule evaluation function

IMiscIassification R ate Statiztic ;I

Now, we can launch the analysis by clicking on the ANALYSIS / LEARNING menu.

| 2%, Induction method  Analysis Rule base management View Window Help
D
- _ Z Nurber of rules : 4
Altribute zelection i I I = I I T I = I z l = l
SI0> Class bt T remls.e = . . : — oncl .smn : up... | Co... i
i z target |—| 1 If financial_titles in [n] and savings_pep in [n] and financial_savings i.. then targetin [negative] 10360 0.805 1611
. i . = I =2 If bank_seniority in [<=1] and account in [y} and savings_pep in [n] then targetin [negative] 1083 0.579
= S} PIEd;ZtS'reC:tt:bg:es 3 If  cust category in [cat_C] and financial_titles in [y] and savings_pe... then targetin [negative] 2247 0.784
i gary 4 If  agein [+=50] and cust_category in [cat_B} and savings_pepin[n]... then targetin [negative] 3762 0845
age
bank zeniarity X
Learning method
Method ame=CH2-Like [Other Measure
MethodClazsM ame=TImprovedRulelndu
Hdl=32
Significance=0.05
Evaluation Function=1
! Min. Support=10

i ~ Examples selection

39919 examples selected
39919 examples idle

Default rule : [negative:6409 , positive: 16064]

| Eecie- 00 ms

R 1 e

CN2-Like {Other Measures)

We obtain 4 rules which are very similar to those of Tanagra. It is not really surprising. The underlying

algorithm is the same, but we do not sort the target values according to their occurrence here.

For each rule, SIPINA displays the support, the confidence and the lift. Because we have an
unordered set of rules, we can sort them according one of these relevance indicators by clicking on

the header of the column.
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Then, we want to assess the classifier. We click on the ANALYSIS / TEST menu. We choose the
“Inactive Examples of the Database” option in order to apply the rules on the test set. The test error
rate is 25.71%.

3 Inductlon method Analysts Rule base management  View WII"ldD’W Help .. E ®|
O B E ‘ Deﬂne class attribute... Apply classifier on ... [E=E)
- = = = Select active examples... Apply on
| Attribute selection | " Learing set T ] = | G ] T ]
— ok e ok Fald — onclusion up... | Co... | Li
: Class attribute i i
ﬂ}m i P and savif|| © Inactive examples of Databaszes target in [negative] 10360 0.805 1611
I = Fredictive attibute =1]and a target in [negative] 1083 0979 1958
- 1 Set costs. cat_C] andj ¢ k. ‘l x Annuler | target in [negative] 2247 0784 1528 |
ﬁ SHE-talho | i cust_cate = target in [negative] 3762 0545 1291
age Set positive
bank seniority]
:L o | Leamning...
\MI S 2¥. Confusion m\gtrix : Test set on NEW.FDM : -EI :
[MethodName=CNZ-Like [T Stop analysis *ta[get
MethodClassName=TImpre
Hdl=32 Classification negative |positive [
Significance=0.05 : ca7 Teaz
Evgaluation Function=1 Test... negative F2RET ;8323
Min.Suppart=10 positive 3333 18070
[l LIFT -- ROC curve...
| Evamples selecton Error measurements » Cost: 0.2571
39919 examples selected —_—
39919 examples idle L4
09 , positive: 16064]
e = P | tests 3 s
! Ch2-Like (Other Measure el | Exec.Time: 820 ms

5.3.  Other rule induction algorithms with SIPINA

SIPINA incorporates other rule induction algorithms. We can analyze an approach which is very
similar to CN2 for instance (CN2 de Clark et Boswell, 1991 — beam width = 1). We stop the current
analysis by clicking on the ANALYSIS / STOP LEARNING menu. Then we select a new method into
the method selection dialog box (INDUCTION METHOD / STANDARD ALGORITHM - RULE
INDUCTION). We launch a new analysis (ANALYSIS / LEARNING menu). We obtain 166 rules. There

are many specialized rule, with a confidence close to 1.

2% Sipina R.esearch Version 3 3 - [Rule hasel — Ll_lﬁ
3. Induction method  Analysis  Rule base management  View Window Help
B
- — __><_1 Murnber of rules : 166
| Attribute zelection = - - -
= ﬂ} Class atibue T M | | Premise — — ] | Cunclu.smn : ] Su... | Con... | Lift |
E target .| 1 It bank_seniority in [<=1] and perzonnal_credit in [y] then targetin [negative] 2200 1.000  2.000
| ﬂ} Predictive attibutas = 2 If  bank_senierity in [<=1] and account in [y] and age in [<... then targetin [negative] 828  1.000 2.000
3 If bank_seniority in [==1] and account in [v} and age in [«... then targetin [negative] 696 0.999 1.9597
cust category 4 If bank_seniority in [<=1] and financial savings in [yl and... then targetin [negative] 184 1.000 2.000
age . =| il 5 I bank_seniority in [<=1] and savings_livretin [y] and ac... then targetin [negative] 239 0992 1.983
fiank sserifiity o |5 If  bank_seniority in [<=1] and cust_category in [cat_A]a.. then targetin [negative] 83 1.000 2.000
'Learnlng method [l If bank_seniority in [==1] and gender in [M] and =avings_... then targetin [negative] 36 1000 Z.000
|MethodM ame=CH 2 [Clark & Boswel, 198 | 2 If bank_seniority in [<=1] and gender in [M] and priviege_... then targetin [negative] 237 1.000  2.000
MethodClazzMame=TRulelnductionCH Y | & If  bank_seniority in [<=1] and savings_livretin [y] and ac... then targetin [negative] 225 0.987 1973
Hdl=31 10 bank_seniority in [==1] and cust_category in [cat_Bia.. then taroetin [negative] 36 1.000 2.000
Significance=0.01 11 If  bank_seniority in [<=1] and cust category in [cat Bla.. then targetin [negative] 55 1.000 2.000
12 If  bank_seniority in [<=1] and account in [y} and credit_c... then targetin [negative] 118  0.583 1986
3 i bank_seniority in [==1] and cust_category in [cat_AJa... then targetin [negative] 23 1000 2.000
14 If bank_seniority in [<=1] and savings_ldd in [y] and age i.. then targetin [negative] 2T 1000 2.000
. 15 If cust_category in [cat_C} and housing_credit in [¥] and ... then targetin [negative] 27 1.000 2000
wamnples selechion b ! ! : : 2
H || 16 it bank_seniority in [<=1] and savings_pelin [y] and revol.. then targetin [negative] 7 0546 1282
%gg}g :::mﬁ::z f;h':de‘j 17 If  cust_category in [cat_C] and financial titles in [nand ... then targetin [negative] 21 1000 2000~
Default rule : [negative: 11454 ; positive: 159396]
CN2 (Clark & Boswell, 1991) ] [ Exec.Time : 14540 ms

Obtaining many rules does not mean a better performance. When we apply the classifier on the test
set, the error rate is 30.9% (ANALYSIS / TEST - INACTIVE EXAMPLES OF DATABASES). There is

certainly an overfitting phenomenon when the support of the rules is too low.
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6. Rule induction with Weka

We use the 3.6.0 version of Weka (http://www.cs.waikato.ac.nz/ml/weka/). We perform the analysis

with the explorer mode. | had to increase the "max heap size" to achieve the treatments described in

this tutorial (see RUNWEKA.INI).

6.1.

Mj RunWeka.ini - -notes

e |

5] |

Fichier Edition rmat  Affichage

maxheap=1512m

# The MDI GUI
#mainclass=weka.gui.Main
# The GUIChooser

# placeholders ("#bla#" in command gets replaced with content of key "b1a™)
# Note: "#wekajar#" gets replaced by the launcher class, since that jar gets
# provided as parameter
#maxheap=128m -- modified par Ricco
#maxheap=1024m -- new modif. 10/11/2009

cmd_console=cmd. exe /K start cmd.exe /K "java -Dfile.encoding=#fileEncoding# -Xmx#n
cmd_explorer=javaw -Dfile. encoding=#fileEncoding# -Xmx#maxheap# -classpath "#wekajz

»

Importing the data file

We use the ARFF (Weka) file format. After the launching of Weka, we select the explorer mode, and
we load the data file by clicking on the OPEN FILE button. We pick the LIFE_INSURANCE.ARFF file.

% Weka GUI Chooser I [E=EENsC
Program Visualization Tools Help
Applications
Explorer
———
2 - * Ouvir ===
3 Experimenter
1 Rechercher dans : life_insurance ~| B )E
Waikato Environment for Knowledgg Anatysis KnowledgeFlow o=
Version 3.6.0 + Weta Efplorer — 1 5 *"‘s
(c) 1959 - 2008 resrocNf [0 ] I Tty
The University of Waikato
Hamiton, New Zealand [ [ opentRL.. OpenDB... | [ Generate /(
L
— Chosse| [None Bureau
Current reldgon
Relation: Yone F\
Instances: e I
Attibutes o
" Documents
1 i
Ordinateur
J _&' Nom de fichier : life_insurance.arff Ouvrir |
R Fichiers dutype : [ acff data fles (*.arff) = Anndler |

Status
Welcome to the Weka Explorer.

(oo ] g =

By default, the last column corresponds to the target attribute. The organization of our data file is

complying with that.
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= R
% Weka Explorer . i =l
Preprocess | Classify | Cluster | Assodiate | Select attributes | Visualize |
| Open file... | [ Open URL... ] [ Open DB... I I Generate... Unda Edit... ] [ Save... J
Filter
Choose Apply
Current refation Selected attribute
Relation: twice_life_insurance.arff Mame: cust_category Type: Mominal
Instances: 79833 Attributes: 19 Missing: 0 (0%g) Distinct: 3 Unique: 0 (0%:)
Attributes Na, Label Count
1|cat B 54982
[ Al J[[ Mone |[ mwert |[ Pattem | 2[cat A 10462
3|cat C 14394
No. Marne
1 1 [ cust_category -
2|[Tlage il
3| |bank_seniority
5[ |account = .Class, feact fon) z ,
6(_lcredit_card
7| lprivilege_card 54082
8{[|savings_livret i
9| |savings_ldd
10| |savings_cel
11([ |savings_pel
12| |savings_pep
13T Irevolving_credit i
14304
[ Remove
Status
oK o °
Ne— 3

6.2. JRIP rule induction algorithm

JRIP seems very similar to the very popular RIPPER approach (Cohen, 1995). We activate the
CLASSIFY tab, and we pick JRIP (CLASSIFIER / CHOOSE).

¥ Weka Explorer - e
| Preproc\essl Classify ‘ Cluster | Assodate l Select attributes I V’lsualizel
Classifier
‘JRip F3I-N2.0-02-51
Test options Classifier output
(7 Use training set Mumber of Rulea : 26 é i
7 Supplied testset | S
| Bt ydidangy Pz |10 Time taken to build model: 383.05 seconds
l (@) Percentage split % |50
=== Evaluation on test split ===
[ More options...
== Summary —
I(Nom} target * || Correctly Classified Insteances 29627 74.2178 %
Incorrectly Classified Instances 10292 25.7822 3% é
Start Stop Kappa statistic 0.4844
Result list {right-didk for options) Hean dhaglnteseroor 043663
OGar= K Relative absolute error 72.0667 %
Root relative sguared error B85.306% %
Total Number of Instances 39919
== Detailed RAccuracy By Class —
TP Rate FP Rate Precision Recall F-Measure ROC Rrea Class B
0.679 0.194 0.778 0.67% 0.725 0.772 negative
0.206 0.321 0.715 0.806 0.758 0.772 po3icive
Weighted Avg. 0.742 0.258 0.746 0.742 0.741 0.772
== Confusion Matrim =— 3
a b  <-- classified as
13544 6417 | a = negative
3875 16083 | b = pogitive | 8
a | n | L M
Status
oK e
= = = = =
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We use the hold-out evaluation process, the test set size corresponds to 50% of the whole dataset
(Test Options > Percentage Split = 50%).

JRIP creates an unordered set of 26 rules. Because JRIP implements a very sophisticated post-
processing techniques in order to pruning each rule and the ruleset, the calculation time is longer
(393.5 sec.). The test error rate is 25.8%.

6.3. Other rule induction algorithms with Weka

Weka includes many rule induction algorithms which are unobtainable elsewhere. In addition, each

method is referenced by a published article in journals or in proceedings. This is really impressive.

PART (Frank et Witten, « Generating Accurate Rule Sets without Global Optimization », in 15th ICML,
144-151, 1998). It induces a decision list. It seems that the algorithm is a combination of C4.5 and
RIPPER. We select this method and we click on the START button.

We obtain 1228 rules and the test error rate is 24.8%.

= - -
* Weka Explorer e [0 [
— — — : ; :
| Preprocess | Classify | Cluster | Assaciate | Select attributes | Visualize
Classifier |
Choose ‘.PJ\RT Mz-C0.25-01
Test options Classifier output
(7 Use training set Hurber of Rules : 1228 é *
(71 Supplied test set Set..
| (71 Cross-validation  Foids |10 Time taken to build model: 126.1 seconds
I @) Percentage split % |50
=== Evaluaticn on teat split ===
| More options... ‘ === Summary ===
{Mam) target s | Correctly Classified Instancea 30011 75.1797 %
| Incorrectly Classified Instances 9508 24.8203 % é
| Start I top Kappa statistic 0.5036
Fecathot (it i e st Mean abaolute error 0.3137
ki i i I'DE_IEI'LS) Root mean squared error 0.4119
Relative absclute error 62.7351 %
| Root relative squared error 82.3776 %
Total Number of Instances 33913

=== Detailed Accuracy By Class =—=

TF Rate FFP Rate Precision Recell F-Measure ROC Area Class

0.703 8199 0.779 0.703 0.739 0.829 negative
0.e01 0.297 0.729 0.801 0.763 0.829 poaitive
Weighted Avg. 0.752 0.248 0.754 0.752 0.751 0.229

=== Confusion Matrix ===

a b <-- classified as
14028 5933 | a = negative =
| 3975 15983 | b = positive -

' Status

oK [ tog | wxn

A

RIDOR (Gaines et Compton, « Induction of Ripple Down Rules Applied to Modeling Large
Databases », in Journal of Intelligent Information Systems, 5(3), 211-228, page 1995). It generates a
default rule first and then the exceptions for the default rule with the least (weighted) error rate. Then it
generates the “best” exceptions for each exception and iterates until pure. Thus it performs a tree-like
expansion of exceptions. The exceptions are a set of rules that predict classes other than the default.

IREP is used to generate the exceptions (http://mydatamining.wordpress.com/2008/04/14/rule-learner-

or-rule-induction/).

We obtain 198 rules with a test error rate of 27.7% with RIDOR.
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Vet = | — e
Prepmmssl Classify ‘ Cluster | Assodate | Select atiributes | Vlsuallzel
Classifier
Test options lassifier output
() Use training set -~
= = Total number of rules (incl. the default rule): 198 é
() Supplied test set Swt.
(%) Cross-validation  Folds 10 Time taken to build mecdel: 189.05 secconds
I
i @ Percentage split % |50 . .
=== Evaluation on test split ——
[ Mare options... | === Summary ==
. £i 227
{om) target o= Correctly Classified Instances 2z872 T72.3265 %
Incorrectly Claasified Inatances 11047 27.6735 %
| Start Stop Kappa statistic 0.4485
Mean zbaolute error 0.2767
Result list {right-dick for options) Root mean squared error 0.5261
‘DE:SZ:D?-ruIEsJR\p Relative absolute error 55.3471 %
07:03:11 - rules.PART Root relative sguared error 105.211 %
07:13:39 - rules, Ridor Total Number of Instances 39919
=== Detailed RAccuracy By Class ==
TP Rate FF Rate Precision Recall F-Measure ROC Area Class
0.551 0.105 0.841 0.551 0.666 0.723 negative
0.895 0.449 0.666 0.895 0.764 0.723 positive
Weighted Avg. 0.723 0.277 0.753 0.723 0.715 0.723
=== Confusion Matrix ===
a b <-— classified as ~
11000 8961 | a = negative 7
2086 17872 | b = positive =
| A | 1} | +
||| Status
oK Log | # x0

7. Rule induction with R (package RWeka)

We can use some learning algorithms of Weka into R (http://www.r-project.org/) using the RWeka

package (version 0.3-23). We use the following program.

#library
library (Rieka)

Lasetrt

$load the d
setwd ("D:/DataMining/Databases for mi
donnees <- read.table(file="life_insarance.txt",header=T,sep="\t"J

summary (donnees)

nd test samples

Eu

fpartitionning into train
n <- nrow|donnees)

index <- rank (runif (n))

m <- n %/%2

train <- donnees|[index[l:m],]

summary (train)

test <- donmees[index| (mt+l):n],]

summary[testﬂ

#training phase

system.time (modele <- JRBip(target ~ ., data = train}))
print (modele)

#testing phase

pred <£- predict(modele,newdata = test, Ttype="class")
#confusion matrix

mc <- table(testStarget,pred)

print (mc)

ferror rate

err.rate <- (mc[l,2]+mc[2,1])/=un (mc)

print (err.rate}

._} FJf\DétaMi:n'rng'\ﬁatabas&s_'.for;m.ihingidatastt_fo!_suﬁ _;iev_and_campa’riso:‘t.\mle_inducﬁnn\'ﬁf... El

ﬂg/data5et_foI_soft_dev_and_compar

-~

m

We obtain the following results.
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R R Console

Number of Rules : 25

#testing phase

>

>

> #confusion matrix

> mc <- table(testitarget,pred)
>

print (mc)
pred
negative positive

negative 13728 6344

positive 3898 15949
> #error rate
> err.rate <— (mc[l,2]+mc[2,1])/=sum(mc)
> print (err.rate)
[1] 0.2565696

>

4

E=1 EOR T3

pred <- predict (modele,newdata = test, type="class")

m

We obtain 29 rules, and the test error rate is 25.7%. Because we had partitioned randomly the

dataset, it is natural that we obtain slightly different results than Weka. More surprisingly (?), the

procedure is significantly faster under R (85.7 sec. against 393.5 sec. under Weka).

8. Rule induction under RapidMiner

RapidMiner (http://rapid-i.com/content/view/181/190/) incorporates various rule induction algorithms.

We can also import the learning methods from Weka. We define the following diagram.

=3 Operator Tree =} Parameters
Root keep_example_set
B e |
criterion

:1 ArffExampleSource |
ArfExampleSource sample_ratio

g, SimpleValidation
= .K’ : p L pureness
implevalidation {

minimal_prune_henefit

CperatorChain
= Eg QperatorChain

Modelfpplier
Y modelapplier

'K ClassificationPerformance
: ClassificationFerformance

=

.
&% RapidMiner@\VGC (life insurancexml) ) | B e S|
File Edit View Process Tools Help
e =1 " v = f o#* [ ad - iy
RMUEE S O - aH PE ¥V a =

=idmL || ] comment B Mew Operatar

O

[\informatiunfgain

0ga

04

025

[a:32:35 Am

We use the following settings:

e ARFF EXAMPLE SOURCE loads LIFE_INSURANCE.ARFF. We state the target attribute

(LABEL_ATTRIBUTE = target).
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» SIMPLE VALIDATION allows to subdivide the dataset. We set SPLIT_RATIO = 0.5. | do not know
how to display the rules computed on the training set only. We selection the CREATE COMPLETE

MODEL option in order to obtain the rules computed on the whole dataset.
* RULE LEARNER is the learning method. It seems very similar to RIPPER.

 CLASSIFICATION PERFORMANCE computes the test error rate (CLASSIFICATION ERROR).

We click on the RUN button. In the first tab, we obtain the test error rate (28.64%).

% RapidMiner@VGC (life insurance.xml] -

[P

\| if personnal_credit= n and revolving_credit= nthen positive (276 /204)

Eile Edit Miew Process Tools Help

NudEEs & & aF p ¥ &

e Performancelectar uleniodsl
™ ClassificationPerformance uleLeamer
@) Table [ Plot View Text View

Criterian Select

%) Table View () Plot View

classification_error: 28.64% é

true negative true positive
pred. negative 12739 4181
| pred. positive 7253 15746
| class recall 63.72% 79.02%

if privilege_card = y and housing_credit= nthen positive (86 160}
if gender=F and savings_livret =y then positive {130/ 200)

if cust_tategor = cat_B and gender= M then negative (4007 318)

if savings_livret=y and cust_category = cat_A then positive (12750
if cust_category = cat_B and credit_card = yihen positive (544 78)

if revalving_card = n and personnal_credit = n then negative (107 2)
ifrevolving_credit=n and privilege_card = n then negative (26710}
if savings_pel = n then positive {8 116}
else negative (170
carrect: 58087 out of 7A33T training examples
(created by RuleLearner
Mov 17, 2009 9:40:49 AM: [NOTE] Process finished successfully after 2:23

g

class precision
75.29%
B8.46%

| Save.

9:48:19 AM

Into the second tab, we have the ruleset, we obtain 23 rules.

#F. RapidMiner@VGC {life insurance.xml) -

o] B

| it personnal_credit= n and revalving_credit= n then positive (276 1 304)

(l correct 58097 out of 79837 training examples

File Edit View Process Tools Help

oz Performanceyectar RuleModel
™ ClassificationPerformance | ¥ RuleLeamear
[ it gender = F and savings_Llivret then positive (13U 7 Z0O0}

if cust_category = cat_B and gender = M then negative (400 / 316}

if savings livret = y and cust category = cat A then positive (12 / 50
if cust category = cat B and credit card = y then positive (54 / 78)

if personnal credit = n and revolving credit = n then positive (276 / 304)
if revolving card = n and personnal credit = n then negative (10 / 2}

if revolving credit = n and privilege card = n then negative [28 / 10)

if savings pel = n then posikive (8 / 16}

else negative (1 / 0O}

correct: 58097 out of 789837 training examples.

if privilege_card =y and housing_credit= nthen positive (861160)
ifgender = F and savings_liveet= ythen positive (1307 2000

if cust_category = cat_B and gender = M then negative (4007 318)

if savings_livret=y and cust_category = cat_Athen positive (12750)
if cust_category = cat_B and credit_card = ythen positive (541 78)

if revalving_card = nand personnal_credit= n then negative (104 2)
it revalving_credit=n and privilege_card = n then negative (26710)
it savings_pel = nthen positive (81 18)

else negative {110}

(created by RuleLearner)
Nov 17,2008 9:40:48 AM: [NOTE] Process finished successfully after 2:23

g

| Save ‘

[ga757 Am
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About the computation time, it is 2.23 minutes for the whole process. The creation of the ruleset on the

training set seems to take 55 seconds.

9. Rule induction with Orange

Orange (http://www.ailab.si/orange/) incorporates the CN2 algorithm. There is a little variation of the

original algorithm however. We define the following scheme.

Fite Options Widget Help

[ ™ Style: |Tabs with labels v] Icon size:

_Eta_l Visualize Classify | Regression | Evaluate I Unsupervised I Assodiate | Prototypes |
o o i

(] il
i

om Classification Classification CN
Forest Tree Viewer Tree Graph Viewer

]

ajority

< | i | 3

e O st
! Sample CNZ hy S— CM2 Rules Viewer
rd b Y
| =
I Examples Sample T
S ~Remaining Examples = [ )
e OO0
Data Sampler Test Learners
I‘
| €

= —
DATA SAMPLER enables to subdivide the dataset (RANDOM SAMPLING - SAMPLE SIZE = 50%)

We select the WRACC measure into the CN2 component. It allows to obtain less specialized rules,

and thus less numerous rules.

. CN2 Rules Viewer i = | =
-
Show info | length Quality Coverage Class Distribution Rule |
[7] Rule length
[¥] Rule quality 6 0.140 9609.0  negative <5606.0,4003.0>  IF savings_ldd=[n] AND
S, N ooe-[-si00] A
Z finandal_savings=[n"T AND
[¥] Predicted dass savings_pel=[n AND
[7] Distribution Snas pen= T AN
savings_cel=[nT
[¥] Digtribution(Bar) THEN target=negative
3 0,132 13163.0 negatve «10070.0,3093.0> IF age=[<=50.0007 AND
(| Serting I | fnandal_savings=[n] AND
= savings_pep=[nT
Rule quality o THEN target=negative
a 5 &3 0.131 16764.0 positive <4774.0,11990.0>  IF age=[>=51,0007 AND
S R francal_ites=[y] AND
[7] Commit on chanae bank_seniority=['==5.0007 AND
) account=[y]
[7] selected attributes only THEN target=pasitive [
4 0.111 73970  posive  <3604.0,3793.0>  IF age=[<=50,0007 AND
[ R finandal_tites=[y] AND
e bank_seniority =['==5.0007 AND
account=[y]
THEN target=positive
Report
L

The induced ruleset can be viewed into the CN2 RULE VIEWER component. We have 4 rules. The

calculation time is about 30 seconds. The test error rate is 28.5%.
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Bt Test Learners

o e

Sampling
") Cross-validation

Mumber of folds: 5 =
) Leave-one-out

" Random sampling
Repeat trainftest: 10 |5
Relative training set size:
y 0%

(71 Teston train data

@ Teston test data

[”] Apply on any change

Performance scores

A uder ROC curve

4 i . ;

Evaluation Results

Target dass

Inegative - ]

| Report

Method CA  Sens Spec
1 CM2rules 07151 0.7129 07174

/

10. Comparison of the implemented algorithms

We outline the main results into the following table, sorted according the test error rate:

We observe that:

Ruleset characteristics
Approach # rules Test Error Rate (%) Calculation time (sec.)
WEKA / PART 1228 24.8 126.1
TANAGRA / DECISION LIST (Shannon) 188 24.9 2.3
TANAGRA / DECISION LIST (J-Measure) 20 25.3 0.2
R / JRIP (Package Rweka) 29 25.7 89.7
SIPINA / CN2 Like (Mis.Rate Stat) 4 25.7 0.9
TANAGRA / RULE INDUCTION (Mis.Rate Stat) 4 25.7 0.1
WEKA / JRIP 26 25.8 393.5
WEKA / RIDOR 198 27.7 189.1
ORANGE / CN2 (WRACC measure) 4 28.5 30.0
RAPID MINER / RULE LEARNER 23 28.6 55.0

» The fewer is the number of generated rules, the faster is the algorithm. It is not really surprising.

» The generalization error rate is similar (about 27%) whatever the method.

« A simple classifier with a few rules can be as accurate as a complex classifier. This result is often

noted when we perform an analysis on real datasets.

Of course, we can obtain better results if we fine-tune the settings of the algorithms. But getting the

appropriate values is not always obvious. It depends on the learning algorithm and the dataset

characteristics.
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11. Comparison with the decision tree induction

We want to compare the performances of the rule based classifier with the decision tree. We used the
C-RT component (CART - Breiman and al., 1984). We obtain the following tree in 500 ms.

' TANAGRA 1434 - [Supervised Learning 3 (CRT)] el L
E File Diagram Component Window Help [=]=]x]
Doe |5
Default fia I wmae [ chan |
E- Dataset {life_insurance. txt) Tree description =
- # Sampling 1
-1 Define status 1 Humber of nodes. Ll

Supervised Learning 1 (Decision List) ‘Mumber of leaves 9 h

1 Define status 2

47 Test 1 Decision tree I
' Supervised Learning 2 (Rule Induction) » financial_titles in [y] |i|
g..%jz Define status 3 = financial_savings in [n]
P Test2 el

* savings_pep in [n]
& bank_seniority in [<=1] then target = negative (89.23 % of 391
examples)
 bank_seniority in [2_to_4,>=5]
o savings_livret in [y]
o cust_category in [cat_B,cat_A]
o savings_celin [n]
o cust_category in [cat_B,cat_C] then =

|I| Supervised Learning 3 {C-RT)

Data visualization | Statistics | MNonparametric statistics | Instance selection | Feature construction |
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv learning | Meta-spv learning | Spv learning assessment | Scoring | Association |
= Binary logistic reeression & CRT ]_2{“ C-5VC E K-NM =2« Multilayer per
-5“564.5 -*:'é; CS5-CRT ‘ﬁ,z Decision List L}f Linear discriminant analysis .,‘?MuLﬁnomiaL L
[ c-pis A CS-MC4 A3 i Log-Ree TRIRLS [faNaive bayes
< 1 | 3

We obtain 29 rules since there are 29 leaves. The test error rate is 25.6%. These values are similar to
those obtaining with the rule induction methods. It is not surprising. Many experiments of various

databases give the same conclusion (e.g. http://data-mining-tutorials.blogspot.com/2008/11/decision-

lists-and-decision-trees.html).

Y TANAGRA 1434 - [Test 3] A o al i e

E File Diagram Component Window Help
0w B 5
I Default title -

El Dataset {life_insurance. txt)
B}\ Sampling 1
- %§ Define status 1
=N upervised Learning 1 (Decision List)
Ts Define status 2
¥ Test 1
! Supervised Learning 2 (Rule Induction)
s Define status 3
Loty Test 2
BE‘ Supersed Learning 3 (C-RT)
E?& Define status 4

m

—a=—

""" == 18272 21647 39919
Parameters... @
Execute =
View — Components |
Data visualization ] STamSHCs T | HNonparametric statistics | Instance selection ‘ Feature construction |
Feature selection | Regression | Factorial analysis | PLS ‘ Clustering |
Spv learning | Meta-spyv learning | Spv learning assessment | Scoring ‘ Association |
- L+Binary logistic reeression £ C-RT B csve 12 K-NN -
£,C45 A CS-CRT B, Decision List |4 Linear discriminant analysis =
[ cpis A 05-MCd £ =Log-Reg TRIRLS i
< | i | 3
— = = — = ——
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12. Conclusion

In this tutorial, we wanted to highlight the approaches for the induction of prediction rules. They are
mainly available into academic tools from the machine learning community. We note that they are an
alternative quite credible to decision trees and predictive association rules, both in terms of accuracy
than in terms of processing time.
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