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Subject 

In this tutorial, we use the stepwise discriminant analysis (STEPDISC) in order to determine useful 

variables for a classification task. 

Feature selection for supervised learning 

Feature selection. The determination of relevant variables is an important step in a classification 

process. The model complexity is reduced; it is easier to interpret. Moreover, the diminution of the 

variables to collect is an advantage during the deployment of the model. In some cases, the 

variable selection enables to improve the model accuracy. 

Manual selection by an expert domain is certainly the best approach. But because the number of 

candidate descriptors is often large, it is not always possible in practice. So, we must select 

automatically the best variables. We can also use the automatic process as a preliminary approach 

in order to filter out the really irrelevant attributes. 

STEPDISC approach. STEPDISC (Stepwise Discriminant Analysis) is always associated to 

discriminant analysis because it relies on the same criterion i.e. the WILKS’ LAMBDA. So it is often 

presented such as a method especially intended for the discriminant analysis. In effect, it could be 

useful for various linear models because they are based upon the same representation bias (e.g. 

logistic regression, linear SVM, etc.).  However, it is not really adapted to non-linear model such as 

nearest neighbor or multi layer perceptron. 

We implement the FORAWRD and the BACKWARD strategies in TANAGRA. In the FORWARD 

approach, at each step, we determine which is the variable that really contributes to the 

discrimination between the groups. We add this variable if its contribution is significant. The 

process stops when there is no attribute to add in the model. In the BACKWARD approach, we begin 

with the complete model with all descriptors. We search which is the less relevant variable. We 

remove this variable if the removing does not significantly damage the discrimination between 

groups. The process stops when there is no variable to remove. 

Stopping rule. The stopping rule is a key point of the algorithm. Using the standard statistical 

framework of hypothesis testing is not adapted here. The interpretation of the computed p-value as 

a probability of rejecting the null hypothesis – if it is true – is erroneous. Indeed, the variable to test 

is selected among several variables, it maximizes the statistic of the test, and the variables used at 

one step are the resulting selected (or unselected) variables at the previous step. So the 

comparison of the p-value with a predefined significance level must be done with caution. It must 

be viewed mainly such as an adjustment tool that enables to direct the process to the desired 

solutions (a learning bias). In TANAGRA, we can compare the p-value with a predefined 

“significance level”, or compare the statistic F with a predefined threshold value. We can also 

directly set the number of selected variables. 

Dataset 

We use the SONAR dataset (SONAR_FOR_STEPDISC.XLS). The goal is to determine the kind of object 

(MINE or ROCK) starting from parameters gathered with a sensor. Variable selection process seems 

necessary here. The ratio between the number of candidate attributes (60) and the number of 

observations (208) seems unfavorable. The overfitting problem -- the model is too specific to the 

learning set -- often occurs in this situation. 
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Linear discriminant analysis 

In a first step, we use all the descriptors for the construction of the prediction model. It is our 

reference situation; it will enable us to evaluate the efficiency of the STEPDISC method. 

Data importation 

In order to initialize a new diagram and import the dataset, we activate the FILE/NEW menu. We use 

the EXCEL file format in this tutorial; the dataset must be in the first sheet of the workbook. 

 

We check that there are really 61 variables (60 descriptors + the class attribute) and 208 instances 

in our file. 
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Linear discriminant analysis 

We use the DEFINE STATUS component in order to set the INPUT attributes (predictive attributes, 

V1…V60) and the TARGET attribute (class attribute, CLASS). 

 

Then we add the LDA component into the diagram. 

 

We see below the confusion matrix. The resubstitution error rate is 0.1010. The detailed result of 

the learning process points out that several descriptors seem not relevant in the classification 

model.  

Several questions can arise: "can we remove directly these variables?"; "all these variables or some 

of them?" ; "the remaining variables are all relevant in the resulting model?"… The feature 

selection process must provide responses to these questions. 
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We know that the resubstitution error rate is often optimistic. We use a resampling method -- 

bootstrap -- for obtaining an honest error estimate. 

 

We observe that the true error rate is about 0.2544, broadly higher than the indicated value by the 

resubstitution error rate. 

STEPDISC feature selection method 

Now we insert the STEPDISC approach in the learning framework. The key questions are: "how 

many variables are sufficient for the classification?"; "what is the consequence of the selection on 

the subsequent model?" 

STEPDISC 

We add the STEPDISC component (FEATURE SELECTION tab) under the DEFINE STATUS 1 into the 

diagram. We activate the PARAMETERS menu. 



Didacticiel - Études de cas   R.R. 

21/12/06  Page 5 sur 9 

 

We ask the FORWARD strategy and set the comparison of the computed statistic F to 3.841 as the 

stopping rule. We activate the VIEW menu in order to obtain the results. We observe that 7 

descriptors are selected. They are listed in a table. 

 

                                                   

1 This is the default threshold value in SPSS. 
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The detailed results are displayed in the following table. Only the results for the 5 (can be modified) 

best attributes are displayed. At each step, we observe the best attributes. We can check especially 

if the best one has really a significant better F-value than the following attributes. 

 

 

 

We can make several comments from this table. At the first step, V11 is the best attribute; the 

difference with the following variable (V12) seems large (+27%). At the second step, V47 is the 

best attribute, but the difference with the following variable is not obvious…. At the 6th step, the 

choice between V15 and V16 is not conclusive. Adding or removing a small number of instances in 

the dataset can invert the result. 

N.B.  STATISTICA, with the same parameters, gives exactly the same succession of results. 
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STEPDISC + Discriminant Analysis + Bootstrap 

According to STEPDISC, 7 variables seem sufficient for the classification process. Now, we want to 

check the efficiency of the resulting model. We add the Linear Discriminant Analysis and the 

Bootstrap components into the diagram. The simplest way is to drag and drop the corresponding 

branch of the diagram under STEPDISC 1. 

 

We observe that all the variables are relevant in the classification model (at the 5% level). The 

resubstitution error rate is 0.1875.  
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And the bootstrap error rate estimate is 0.2584. We note that this model with 7 variables is as 

accurate as the model with 60 variables. 

 

BACKWARD Selection 

In this section, we modify the parameter of STEPDISC. We select a backward strategy2. 

 

                                                   

2 The threshold value 10 is suggested by STATISTICA for this problem. 



Didacticiel - Études de cas   R.R. 

21/12/06  Page 9 sur 9 

The process selects also 7 variables, but the selected subset is noticeably different of the subset 

selected with the FORWARD approach. 

 

FORWARD – BACKWARD comparison 

When we compare the results of the two strategies, we observe that two variables only are shared 

by the resulting subsets. 

N° Forward Backward

1 v4 v4

2 v11 v12

3 v15 v30

4 v21 v31

5 v36 v32

6 v45 v36

7 v47 v49
 

This kind of result leaves often puzzled the users. What is the “true” best subset? 

I think there is no numerical – statistical – satisfying response to this question. These tools give us 

some indications on the possible relevant attributes. Only the domain knowledge and the 

specification of the study enable us to select an appropriate result. 


