Tanagra Data Mining Ricco Rakotomalala

1 Topic
"“Text mining” with Knime and RapidMiner. Reuters Text Categorization.

The statistical approach of the "text mining" consists in to transform a collection of text documents

in @ matrix of numeric values on which we can apply machine learning algorithms®.

The "unstructured document" designation is often used when one talks about text documents. This
does not mean that he does not have a certain organization (titles, chapters, paragraphs, questions
and answers, etc.). It shows first of all that we cannot express directly the collection in the form of a
data table that is usually handled in data mining. To obtain this kind of data representation, a
preprocessing phase is needed, then we extract relevant features to define the data table. These

steps can influence heavily the relevance of the results.

In this tutorial, | take an exercise that | lead with my students for my text mining course at the
University. We perform all the analysis under R with the dedicated packages for text mining such as
“XML" or “tm"”. The issue here is to perform exactly the study using other tools such as Knime 2.9.1*
or RapidMiner 5.33 (Note: these are the versions available when | wrote the French version of this
tutorial in April 2014). We will see that these tools provide specialized libraries which enable to

perform efficiently a statistical text mining process.

2 Dataset — Reuters collection

We use the well-known Reuters Text Categorization Dataset from the UCI repository*. The

"reuters.xml" data file — in the XML format - is cleansed in order to simplify the processing.

It consists of 117 documents (novels). For each document is associated a topic (SUJET in French) and

a newswire text (TEXTE). There are only two possible topics (categories): "acq" and "crude".

The aim of the text categorization - or more generally speaking “document classification” - is to
build a predictive function which enables to predict the category of the document starting from the
associated description (the newswire text in our context). Thus, we process a binary classification

problem where SUJET is the class attribute.

Here are the two first observations of our collection:

1 https://en.wikipedia.org/wiki/Text mining

2 https://www.knime.org/ (Knime Analyitcs Platform)

3 https://rapidminer.com/ (RapidMiner Studio)

4 https://archive.ics.uci.edu/ml/datasets/Reuters-21578 + Text+Categorization+Collection
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<xml>

<document>

<sujetracqg</sujet>

<texte>

Resdel Industries Inc said

it has agreed to acquire San/Bar Corp in a share-for-share
exchange, after San/Bar distributes all shgares of its
Break-Free Corp subsidiary to San/Bar shareholders on a
share-for-share basis.

The company said also before the merger, San/Bar would
Barry K. Hallamore and Lloyd G. Hallamore, San/Bar's director
of corporate development, 1,312,500 dlrs and 1,087,500 dlrs
respectviely under agreements entered into in October 1983.
</texte>
</document>
- <documenti>

<sujetracqg</sujet>

<texte>

Warburg, Pincus Capital Co L.P., an

investment partnership, said it teold representatives of Symbion
Inc it would not increase the 3.50-dlr-per-share cash price it
has offered for the company.

In a filing with the Securities and Exchange Commission,
Warburg Pincus said one of its top executiwves, Rodman Moorhead,
who is also a Symbion director, met April 1 with Symbion's
financial adviseor, L.F. Rothschild, Unterberg, Towbin Inc.

In a discussion of the offer, Warburg Pincus said Moorhead
told the meeting there are no plans to raise the 3.50 dlr bid.

Moorhead told the Rothschild officials that Warburg Pincus
considers the offered price to be a fair one, Warburg Pincus
said.

Last Month Warburg Pincus launched a tender offer to buy up
to 2.5 mln Symbion common shares.
</texte>
</document>

We note the hierarchical structure of the XML document:

<xml>
<document>
<sujet>

</sujet>

</document>

</xml>

The handling of the data file requires several steps:

1. We must parse and load it into a proper structure by separating the topic (SUJET) and text
(TEXTE) for each document.
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2.

The subjects can be collected as it is in a vector, there is no particular difficulties here. It is
therefore possible to perform simple statistic calculations. For instance, 71 (respectively 46)
documents correspond to the subject "acq" (resp. "crude").

The texts can also be collected into vectors. But it is not possible to make statistical
treatments at this step.

In order to achieve this, we must transform each text in a vector where the elements are
labeled with "terms", common to all the documents, for which we assign values called
"weights", specific to the handled document.

Last, we consolidate all the values in a data matrix where, for each line (document), we
observe its class membership (topic) and the weights associated with the terms (columns).

This is called "document-term matrix".

In the screenshot below, we show the first rows and columns in a table - generated under R using the

"tm" package, the results will be a little different with Knime and RapidMiner according to the pre-

treatments performed - with n = 117 lines (because there are 117 documents), p = 2315terms (p + 1 =

2316 columns including the subject), with the weighting TF (term frequency) that corresponds to the

number of occurrences of each term in the documents.

sujet sanbar corp dirs hallamor |shareforshar | acquir agre agreement
» g 5 2 2 2 2 1 1 1

acq 0 0 0 0 0 0 0

acq 0 2 7 0 0 1 0 0

acq 0 1 0 0 0 0 0 0

acq 0 0 1 0 0 2 0 0

For example, the term “sanbar” appears 5 times in the first document, “corp” 2 times, “dlrs” 2

times, etc. Let us check this in the original document.

<document>

<sujetracg</sujet>

<texte>

Resdel Industries Inc said

it has agreed to acquire San/Bar Corp in a share-for-share
exchange, after San/Bar distributes all shgares of its
Break-Free Corp subsidiary to San/Bar shareholders on a
share-for-share basis.

The company said also before the merger, San/Bar would
Barry K. Hallamore and Lloyd G. Hallamore, San/Bar's director
of corporate development, 1,312,500 dlrs and 1,087,500 dlrs
respectviely under agreements entered into in October 1983.
</texte>
</document>
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We observe that there is a rough correspondence between the term "sanbar", used in the data table,

and the word "San/Bar" in plain text. This is a result of the cleanup performed prior to the generation

of the data table (changing letters to lower case, stemming, lemmatization, removing stopwords,

etc.). The goal is to reduce the number of terms (number of columns) of the matrix in order to obtain

a more relevant description of the documents. The choices of the “terms” and the kind of

"weighting" are crucial for the quality of the subsequent analysis.

3 Document classification with Knime

We use the Knime Analytics Platform, version 2.9.1 (downloaded in April 2014, when | wrote the

French version of the tutorial). We detail the process leading to the generation of the documents-

terms' matrix that will be used for the construction of a classifier allowing to predict the topics. Here

are the main steps: reading and parsing the XML file, preparing documents in order to reduce the

number of terms, extraction of terms, choice of the type of weighting and, finally, creation of the

documents-terms matrix. Note: | have no doubt that there is a more direct way to lead these

treatments. But because | must explain each operation, | adopt a step-by-step presentation so that

everyone can trace and understand the whole process.

3.1 Importation of the XML file
v - e - v SN
LS — | —— - —— =
File Edit View Mode Run Help
Br-HEG v~ P8 s - =LA00000F -~ FABpFpO0®| HE
aWorkﬂow Projects} [P ‘ = <;==:> = B|| 4 0: Text Mining - Reuters (bonne solution) I.‘; *2: Text mining - Tutorial &1 =B _a Node Description &2 I =B
(& acp - -
& o | XML R |
: _ eader
(&) Linear Classifier
E Logistic Reg on Large Dataset
(&) Logistic regression £ . Dialog - 21 - XML Reader [E=REE )
(A& Naive bayes - e s — A
_‘} Text Mining - Reuters (bonne selution) File 1 i
@ Text Mining - Reuters (pistes de recherche) |
[&] Text Mining 2 Settings | Flow Variables | Memory Policy |
| A Text mining - Tutorial &2 o Selected File
M = onfigure... ——l
lNode Reposltory| = ; . t_for_soft_dev_and_comparison\text_mininglreuters.xml —
z wecute
-l -
— / Execute and Open Views [7] Use XPath Filter
ety 10 / @ Cancel
!
£ Database I} ¥ | Cance ¥Path Query
E& Data Manipulation | Reset
) Data_ Y'EWS 1 S [ExlikEloapms Does not support XPath completely, see node description.
I Statistics / B New Workflow Annotation
- N
@ Mining . Collapse into Meta Node i
p
@ Meta 1 : Ve et Prefix Namespace Add
15 Flow Control 1 LS ElTe
i Remove
"3@' Misc / Show Flow Variable Ports
< KNIME Labs /
M) Time Series of  Cut
/
RRr = Copy Incorporate namespace of the root element.
e Weka /
HEI XML _ / Paste Prefix of root's namespace: |dns
- ¥}
& XMLReader — — — 7 < |Usie
'Jgu! KL Writer Redo -
35, String To XML ﬁ: ¥ Delete . 5
&XPath El Consale &2 ?t oK ] [ Apply ] [ Cancel ] ]
ST KNIME Console | 4, Read table —— —
[ Column To XML WARN File Reager TRE TTle 'file:/D:/DataMining/Databases_for_mining/benchmark_datasets/waveform/di »
E;XML Colurmn Combiner WARN Logistic Regressien Learner At least one column must be included.
- R WARN XML Reader No input file selected —
{4 XML Row Combiner WARN XML Reader Ne input file selected B

[, XML Combine and Write

<

[
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After we launch Knime, we create a new workflow (FILE / NEW). We set the name “Text Mining —
Tutorial”. We insert the XML / XML READER component into the workflow. We select the file
“reuters.xml” into the dialog settings (contextual menu "Configure"). We click on the contextual

menu “Execute”. The indicator light becomes green if the operation is successful.

XML Reader

o

Mode 1

We use the component DATA VIEWS [ INTERACTIVE TABLE to view the downloaded data. We click
on the contextual menu “Execute and Open Views”. All data are stored in a vector of size 1. The

breakdown according to the documents is not done at this step.

XML Reader Interactive Table
Node 1 Node 2
. Table View - 2:2 - Interactive Table = | B b
Eile Hilite Navigation Yiew Output
Row ID WML XML
<?xml version="1.0" encoding="UTF-8"7>
<zml >
<document>

<sujetracg</sujetr

<texHter
Resdel Industries Inc said
Hant it has agreed to acquire San/Bar Corp in a share-for-share
exchange, after San/Bar distributes all shgares of its
Break-Free Corp subsidiary to San/Bar shareholders on a
share-for-share basis.

The company said alsoc before the merger, San/Bar would

Barry K. Hallamore and Lloyd G. Hallamore, San/Bar's director

3.2 Extracting the vector of subjects

We use the tool XML / XPATH to extract the subjects associated with the documents. The settings
(Configure contextual menu) are very important here: in "Xpath Query", we specify the field to
retrieve; the vector is named SUJET (new column name); it replaces the data source (Remove

Source Column).
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@ T S
4 Dialog - (:3 - XPath

=B [ |
File

Settings | Flow Variables I Memory Policy|
¥ML column: [K.HL XML v ]
Mew column name: |sujet e
Remove source column. e

XPath query

//document/sujet e

Return type

Interactive Table

»

XPath data type: |Node-Set (Callection of XML cells)
Options:

Return missing cell on ne match. If unchecked an empty list will be returned.
XML fragment name: |fragment

Namespaces
Prefix

Namespace

Add

Incorporate namespace of the root element.

Prefix of root's namespace: |dns

[ ok J[ apy |[ Concel ]

The tool “Interactive Table” enables us to check the success of the processing. Only one row with all
the subjects is available for the moment.

Interactive Table

. Table View - 0:4 - Interactive Table E=EEE )
File Hilite Mavigation View Output
Row ID [we) SUGEL
Rowd [<?xml version="1.0" encoding ="UTF-8"7 > <sujet »acq < fsujet:, <?xml version="1.0" encoding="UTF-8 "7 = <sujet»acq < /sujet=,
4 |

(L

b

The component DATA MANIPULATION / ROW / TRANSFORM [ UNGROUP (no particular settings)
enables to split the subjects in a vector with 117 values.
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Interactive Table

MNode 4

Ungroup

Node 5

Interactive Table Interactive Table

MNode &

-
- Table View - 0:6 - Interactive Table

= B S |

File Hilite Mavigation View Output

Row ID ¥ML sujet
<o i on=" " i ng="" .
Row0_1 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
<2 i on=" " i ng="" .
Row0_2 ?xml version="1.0" encoding="UIF-8"7?
<sujetracg</sujet>
<o i on=" " i ng="" —gmas
Rowd_3 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
<o i on=" " i ng="" .
Row0_4 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
Row0_5 <?xml version="1.0" encoding="UIF-8"7?>
<sujetracg</sujet>
<o i on=" " i ng="" —gmas
Rowd_6 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
<o i on=" " i ng="" .
Row0_7 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
Row0_8 <?xml version="1.0" encoding="UIF-8"?>
<sujetracg</sujet>
<o i on=" " i ng="" —gmas
Rowd_9 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
<o i on=" " i ng="" .
Rowd_10 ?aml version="1_0" encoding="UIF-8"7
<sujetracg</sujet>
Rowd_11 <?xml version="1.0" encoding="UIF-8"7?>
<sujetracg</sujet>
<o i on=" " i ng="" —gmas
Rowd_12 x:ml wversion: " 1.0" encoding="UTF-8"7?

[Lm | »

There are 117 lines in the table. We note however that the cells contain irrelevant characters for

analysis. There is a cleaning to do. We proceed in two steps. First, we isolate the part after <sujet> of
the string by using the DATA MANIPULATION / COLUMN / TRANSFORM /[ STRING
MANIPULATION. We must set carefully the parameters here. The new column is called SUJET2.

-

4 Dialog - 0:7 - String Manipulation '

o S |

File
String Manipulation | Flow Variables | Memory Policy
Column List Category Description
ﬁ g*’m Extract +| |Getlengtn B
WINDE Funch characters |E|
ROWW unetion starting from start. —
XML sujet substr(str, start) startis zero
substr(str, start, length) based,i.e. to start
- - - from the
UIH_]ruq) StrlI_] beginning use
start=0.A
s EE N fﬁ [= negative value of
‘ Expression
[j] ==g substr($sujet$,46,28) é -
Mode 5 Mode7 Flow Variable List
& knime, workspace i
4 T | *
@ Append Column:  |sujet2 é [ Insert Mizsing As Mul
() Replace Column: XML sujet Syntax check on dose
’ QK ] ’ Apply l ’ Cancel ]
L
We can visualize the SUJET2 column with the INTERACTIVE TABLE tool.
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String Manipulation
_ fﬁ

MNode 7

-
- Table View - (08 - Interactive Table ==
File Hilite Mavigation View Cutput
Row ID WML sujet S sujet2
-3 A " — g ~
Rowd_1 ?aml version="1.0" encoding="UIF-8"7 acq<fsujet> 5l
<sujetracg</sujet> |._‘
el 5 —_ " 5 —r —_gman 3
. Rowd_2 ?aml version="1.0" encoding="UTF-8"7 acq < fsujets M
Interactive Table <sujetracg</sujetr
<o : op=" " — _gmos
Rowd_3 ?xml version="1.0" encoding="UTF-8"7 acq < sujets
<sujetracg</sujet>
< ?xml ion="1.0" oding="UTF-8" 2> X
ROW0_4 Terslon: enc ing= acq(,’su_]et)
<gujetracg</sujet>
L™ <3 A " — g
Row0_5 ?xml version="1.0" encoding="UIF-5"32 acq<fsujet>
NDdEE- <sujetracg</sujet>
=7 i _ " i —m —gT Iy
Rowd_6 ?aml version="1.0" encoding="UTF-8"7 acq < fsujets
<sujetracg</sujet>
< ?xml ion="1.0" oding="UTF-8" 2> X
ROWO_? Terslon: enc ing= acq(,’su_]et)
<sujetracg</sujet>
< ?xml ion="1.0" oding="UTF-&8"2> X
ROWO_S WTerslon: enc ing= acq(,’su_]et)
<gujetracg</sujet>
-3 A " — g
Row0_a ?aml version="1.0" encoding="UIF-8"7 acq<fsujet>
<sujetracg</sujet>
=7 i _ " i —m —gT Iy
Rowd_10 ?aml version="1.0" encoding="UTF-8"7 acq < fsujets
<sujetracg</sujet>
< ?xml i on="1_0" oding="UTF-8"2> .
Rowd_11 version sneoding= acg < fsujet=
<gujetracg</sujet>
-3 A " — g
Rowd_12 x:ml wersion: " 1.0" encoding="UTF-&"?2 acq<fsujet> il
h

Second, we remove the characters after </sujet> by replacing them with an empty string using the
STRING MANIPULATION tool.

Flow Variable List
& knime.workspace

replaceChars(str, chars, replace)

toEmpty(str...)
toMull(str...)

replace(str, search, replace, modifiers)

replaceChars(str, chars, replace, modifiers) 1

Ungroup / String N-'vﬁf?( String Manipulation
—t= 5 = {5 = = () =
FSe)
Node 5 Node 7 Node 9
F k|
-4 Dialog - 0:9 - String Manipulation . E@ﬂ
_ —
File
String Manipulation | Flow Variables | Memory Policy |
Column List Category Description
ﬁgm Replace > | |Replaces all occurrences ofa =
VINDE . String within another String.

ROWCOLINT Function
ML sujet replace(str, search, replace) Examples: 1
S sujet2

-

T)

-

replace("abcabc”, "ab”,

replace("abcabc”, "ab”,

Expression

replace(fsujet2s, "</sujet>","") é

@ Append Column:  |sujet3 é

() Replace Column: S sujet2

[ Insert Missing As Null

Syntax check on dose

oK

I

J|

Apply Cancel
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We visualize the SUJET3 column.

String Manipulation Interactive Table

@

9 =9
Node 9 Node 10
F ™y
~i Table View - (:10 - Interactive Table =
File Hilite MNavigation View Output
Row ID 5 sujetz S sujets

Rowd_1 UTE-ETE acqg<fsujet>= acg l:

p—— |5

Row(_2 UTE-ETE acg<fsujet> |acg s
Row0_3 UTE-ETE acg<fsujet> |acg
Row0_4 UTE-ETE acg<fsujet> |acg
Rowd_5 UTE-ETE acg<fsujet> |acg
Rowid_6& UTE-ETE acg<fsujet> |acg
Rowl_7 UTE-ETE acg<fsujet> |acg
Rowd_8 UTE-ETE acg<fsujet> |acg
Rowd_9 UTE-ETE acg<fsujet> |acg
Rowd_10 UTE-ETE acg<fsujet> |acg
Rowl_11 UTE-ETE acg<fsujet> |acg

[ER] [ T Jlkd
b

We can perform a first statistical analysis. We calculate the frequency distribution of subjects by

using the STATISTICS / COUNTER VALUE. We select the SUJET3 column.

Column with values to count: sujet3
l r_; Table View - ... I\E‘E‘ﬂj

Slr'llgM‘i:lﬁ?zl Value Counter [Interactive Table| |Ei|e Hilite Navigation View Output
b P bi ﬁ Row ID | count

acq 71
=g | GLI=) =) crude 45
Mode 9 Node 11 Mode 12

71 (resp. 46) newswires correspond to the topic “acq” (resp. “crude”). Many components were placed

in the workspace. Here is the whole diagram at this stage of our analysis.

Interactive Table Interactive Table Interactive Table Interactive Table Inte T

=9
Node 4
Ungroup Interactive Table
e a
E=9 =9
Node3 Node 5 Node7 MNode 9 MNode11 MNode12
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3.3 Extracting the vector of texts

Following the same approach, we will extract the part located between the <texte> and </texte>
tags and store them in a second vector. We build the following sequence of nodes. The starting

point is the "XML Reader" accessing the “reuters.xml” file.

Expression:
replace(substr($texte$,46,length($texte$)),"</texte>","")

\/

XML Reader XPath Ungroup  String Manipulation Interactive Table
L Y "
Nodel 14 Node 16 MNode 19 Node 20
XPath query: //[document/texte

_. Table View - 0:20 - Interactive Table ==
File Hilite Navigation View Output
Row ID 5 texte2
Rowl_1 Resdel Industries Inc saidit has agreed to acquire San/Bar C
Row0_2 Warburg, Pincus Capital Co L.P., aninvestment partnership,
Rowd_3 TransCanada Fipelines Ltd deniedreports that it raised its o
i L v i

3.4 Merging the two vectors in a unique table

Interactive Table Interactive Table  Interactive Table Interactive Table Interactive Table Value Counter Interactive Table

Node 2 Node 11 Node 12

XML Reader i Interactive Table
Mode 5

XPath Ungroup String Manipulation
Mode 1

2 = g £ () L=

Node 14 Node 16 Node 19
Node 20
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We want to perform a supervised learning process i.e. we want to use the “textes” to predict the
“subjets”. Therefore, it is necessary to bring together the two vectors in a single data table making
sure to match the lines (ROW ID). We use the tool DATA MANIPULATION / COLUMN / SPLIT &
HANDSET / JOINER to do that.

3.5 Cleaning the texts

Before the creation of the document-term matrix, we must clean the texts. Several steps are

needed:

e We must convert the text in an internal format “"document” by specifying the different parts. We
use the tool KNIME LABS |/ TEXT PROCESSING / TRANSFORMATION / STRINGS TO
DOCUMENT. Here are the used settings. The designation of SUJET3 as document category

column is essential for the subsequent analysis.

r b |

2 Dialog - 0:23 - 5trings To Document 2| B |
File

Options | Flow Variables I Memory Policy|
Text

Tite | § texte2 v | Fultext | § texte2 = |

Authors

Authors :S texte2 v(

Author names separator |,

Source and Category

Document source
-

Use sources from column Document source column | § texte2 «

Document category
Use categories from column

Document category column .S sujetd -

Type and Date

Document type |UNKNOWN |

[ ok || appy || cance |[@

b

e Remove the punctuations by using the tool KNIME LABS | TEXT PROCESSING /
PREPROCESSING / PUNCTUATION ERASURE.

e Change the letters to lower case: DATA MANIPULATION / COLUMN / TRANSFORM / CASE
CONVERTER.

e Remove stop words with KNIME LABS / TEXT PROCESSING / PREPROCESSING / STOP WORD
FILTER. We use the internal list of English words (Use build in list — Stop word lists: English).

e Remove numbers: KNIME LABS / TEXT PROCESSING / PREPROCESSING / NUMBER FILTER.
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e Stemming words: KNIME LABS |/ TEXT PROCESSING / PREPROCESSING / SNOWBALL
STEMMER (https://en.wikipedia.org/wiki/Stemming).

Here is the workflow starting from the JOINER node.

L}Ju'ner /X{'ngs To Document Punctuation Erasure  Case converter Stop word Filter Number Filter Snowball Stemmer Interactive Table
[

= P g P P BE P BE e BE - BE e P BE ﬁ
MNode 21 MNode 23 MNode 27 Node 47 Node 29 Node 30 Node 31 Node 48

The cleaning is particularly radical. We barely acknowledge the text if we compare the first newswire

Ill

with the original form. But this processing is supposed to allow distinguish the “useful” information
from the “noise”. We expect that the relevant information for statistical analysis will be available

after these pretreatments.

i ™
i Table View - 0:48 - Interactive Table — — E=ERTSC
Resdel Industries Inc said it has agreed to File Hilite Navigation View Output
acquire San/Bar Corp in a share-for-share ron I B Document
exchange, after San/Bar distributes all - = . —
shgares of its Break-Free Corp subsidiary Row0_1 “resdel |r|d!.15tr| inc E!gre agqulr sanbar mrp.share—For-sharexéahgs.anbar distribut shgare ti
to San/Bar shareholders on a p— owl_2 “warburgpincus capit co lpinvest partnershiptold repres symbionine increas 350-dir-per-shal |
. Rowd_3 “transcanada pipelin [td denireport rais offer dome petroleum Itd tdmpgtbilion canadian dir:
share-for-share paSIS‘ Row0_4 "centel corp complet sale water properti serv custom southwestern kansa communiti centra
The company said also before the Row0_5 "pbs build system america incanaheimcalifcompanitold secur exchangcommiss acquir share r
merger, San/Bar would Barry K. Rowd_& "car Itd ltcsrasgtintend proceed plan bid build materi maonier tditmnrasgtdespit counter-bid |
Hallamore and Lloyd G. Hallamore, Rowd_7 "ltvirginia feder save loanassocdationgtsign definit agreement acquir ltmontros hold cogtaffi
San/Bar's director of corporate Row0_3 "allied-sign inc agre sell amphenal product unit subsidiari Ipl invest Hpligtwallingfordconninve
development, 1,312,500 dirs and Row0_9 "Noyd invest manag [tdlondon-bas invest firmrais stake italifund sharepct total outstandcom ||
1,087,500 dirs respectviely under Row0_10 “arthur appletonchicago investortold secur exchang commiss acquirshare sage drill co incpc
agreements entered into in October 1983. RowDd_11 “commonwealth aluminumcomalcogoldendalwashsmelter market would-b buyercolumbia alur _
T ‘:|I” T— |-I'I o o - I-r'
b

3.6 Extracting the terms

We use the tool KNIME LABS | TEXT PROCESSING / TRANSFORMATION / BOW CREATOR in order

to extract the terms (words) which appear at least one times in all of the documents.

— ~
. Table View - 0:50 - Interactive Table = B
File Hilite Navigation Vi utput
Row ID | T Term &y Document
Rowl resdel[] “resdel industri inc agre acquir si .
Row2 industri[] "resdel industri inc agre acquir si—
Row3 inc[] “resdel industri inc agre acquir s:
Rowd agre[] "resdel industri inc agre acquir s:
Rows acquir[] "resdel industri inc agre acquir s:
Rowd sanbar([] "resdel industri inc agre acquir s:
Row? corp[] "resdel industri inc agre acquir s:
Rowg share-for-shar(] "resdel industri inc agre acquir s: ™
Ll [T 3

We get a table with the list of terms and documents where they appear.
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3.7 Term frequency weighting — Creation of the document term matrix

We want to create the document term matrix. We choose the TF (term frequency) weighing first i.e.

we count the number of times each term occurs in each document. We use the following nodes:

e KNIME LABS / TEXT PROCESSING / FREQUENCIES / TF enables to count the number of
occurrence of the terms (TF ABS column).

e KNIME LABS / TEXT PROCESSING / TRANSFORMATION / DOCUMENT VECTOR creates the DT
matrix. We set as VECTOR VALUE the output of the preceding node (TF ABS).

e KNIME LABS / TEXT PROCESSING / MISC /| CATEGORY TO CLASS enables to transform the
category assigned to the documents (see STRINGS TO DOCUMENT in section Erreur ! Source d
u renvoi introuvable.) into a class attribute i.e. the target variable for the supervised learning
algorithm.

e Last, DATA MANIPULATION / COLUMN / FILTER /| COLUMN FILTER enables to exclude the

“document” column which is unused for the remainder of the analysis.

Here is the sequence of nodes. We highlight the parameters modified compared with the default

values for each tool.

BoW creator

O Bit Vector
Vectorvalue: TF Abs
O As collection cell

Exclude: Document
Include:abm... worlkd,Document class
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With the INTERACTIVE TABLE node, we visualize the document term matrix. The class membership

of the documents appears into the last column.

S

~ Table View - 0:40 - Interactive Table

|Ei|e Hilite Mavigation View Output

Row ID alid

D highlight | D play

D worlkd

crude

acq

crude

acq

acq

acq

I—lskﬂm‘-dmm-hwml—l
=

[l ) o e e o o o Y R e e}
[ e o e T e o e e e e ]
[l ) e e e ) e e e Y e e ]

crude

We have n = 117 instances and 2418 terms/descriptors (+ the target variable).

3.8 Modeling with decision trees

We intend to use the J48 algorithm of the WEKA extension (that we must install before). “Document

class” is the target attribute.

-
A Dialog - 0:55 - J48 (3.7)

=

Interactive Table il
Options | Flow Variables | Memory Policy
About Preliminary Attribute ch...
abm: ok -
Filter Class for generating a pruned or unpruned C4. gold: ok =
mn - corp: ok
proceed: ok
initiz ok
1id Mode 40 o public: ok
J], binarysplits | False - Ak
. - seven: ok
collapseTree | True - min: ok
JAB (3.7) s
confidenceFactor |0.25 stock: ok
Nﬂde 51 dirs: ok
debug |False - increas: ok
i i canadian: ol
minhumobj |2 compani: ok
co-manag: ok
numFolds |3 underwrit: ok
painewebb: ok
Mode 55 reducedErrorPruning | False = inc: ok
L 4 advest: ok
: ok
savelnstanceData | False - d::-';i,gp:ook
propertis ok
seed |1 sonora: ok
r o Itz ok
subtreeRaising | True - sontogt: ok
. § goldenbel: ol
unpruned | False - resourc: ok
i i ltgbltogt: ok
uselaplace |False - unit; ok
. . ltugevgt: ok
useMDLcorrection | True - =R
Itiritogt: ok
Select target column K s;:;?é:n:k Il
S Document dass - " ‘%l 5
oK ] [ Apply ] [ Cancel ] @
i
We obtain the flowing decision tree.
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-

L Weka Node View -

0:35 - )48 (3.7)

Eile

iWeka Output | Graph | Summary | Source | Additional Measures|

oil > 0
I
I
I
I
I
I
I
!

J48 pruned tree

oil <= 0: acg (52.0/1.0)

plc <= 0
1 pacif <=0

cooper <= 0
buy <= 0
1 cash <= 0

cooper > 0: acg (3.0)

pacif > 0: acg (3.0)

plc > 0: acg (&.0)
Humber of Leaves : &
Size of the tree : 1s

1 1 agre <= 0: crude (43.0/1.0)
1 1 agre > 0: acg (3.0/1.0)
1 cash > 0: acg (4.0/1.0)

buy > 0: acg (3.0/1.0)

We find that: (1) The document is assigned to the subject “crude”: IF the term “oil” appears (at least

one times) AND (plc, pacif, cooper, buy, cash, agre) does not appears into the document. (2) In all

other cases, the document is assigned to “acq”.

These decision rules are easy to understand and to deploy.

3.9 First assessment

Let us recap the treatments performed to achieve this result. The INTERACTIVE TABLE components

are used to visualize and check the operations at each step®.

Node 11

LC]

Node 5 Node7 Noded

o)
Node2 Noded Node 6 Node8
Ungraup String Manipulatif String Manij
L5} 16
es

Ungroup  String Manipulation
.

Interactive Table Interactive Table  Interactive Table Interactive Table Interactive Table  Value Counter Interactive Table

Node 12

a = ) — A

Interactive Table MNode 21 Node 23
Node 14 Node16 Node19 orntive Tabl

L] L] Br— B —08
MNode 27 MNode 47 Node 29 Node30 Node 31

Joiner  Strings To Document Punctuation Erasure  Case converter Stop word Filter Number Filter Snowball Stemmer  BoW creator

]

Noded8

TF  Document vector

Se— B

Categorytodass  Column Filter

148 3.7)

Node37 Node 39

-1

Node 53

Temnive Table

Node 54

fab

Node 51

As always, the sequence seems very simple after the fact. The most difficult finally under KNIME has

been to identify the right tool for each treatment and to specify the appropriate settings. The need

to categorize documents (section Erreur ! Source du renvoi introuvable.) before to generate the t

> The whole diagram in the Knime format is available online.

17 septembre 2016

Page 15/25

S

Node 55
teractive Table

Node 40



Tanagra Data Mining

Ricco Rakotomalala

arget variable has not been easy to find. | do not know if there is another simpler way to create the

target variable.

3.10 TF-IDF weighting

Now, we want to experiment the TF-IDF weighting scheme.

Calculation of the IDF (Inverse Document Frequency). We use the tool KNIME LABS / TEXT
PROCESSING / FREQUENCIES / IDF to calculate the inverse document frequency. We set the tool

after the TF node, we will combine them later. There is no specific parameter to specify.

BoW creator TF
—= B8 B
Mode 49 MNode 37

IDF
S

MNode 56

Calculation of the weighting TF-IDF. We associate the two weighting scheme by using the

following formula (other formulas are possible, see http://en.wikipedia.org/wiki/Tf-idf):

IDF Java Snippet

B > B

Node 56 Node 59

Flow Variable List

& knime.workspace

TFIDF = LOGao(2+ TF) * IDF
P - —— I
4 Dialog - 0:59 - Java Snippet [ =1 [C) &J
File
Java Snippet | Additional Libraries |Templates I Flow Variables | Memory Policyl
Create Template. ..
Column List . i:"StET llpc":‘s = ind
r custom imports:
ROWID L / Your custom impo
ROWINDEX 1 / system variables
ROWCOUNT 2 J Your custom variables: L |
T Term 2 =
& Document 2 // expression start
| TFabs 3 // Enter your code here:
D IoF 31 out_prod = Math.logl®(l+c_TFabs)*c_IDF;

// expression end o
4 | 1 | 3
Input
Column / Flow variable Java Type Java Field Add
| TFabs Integer c_TFabs
R
D IoF Double c_IDF
Output
Field... ... Column /Flo... OQutputType ... JavaType Java Field Add
Column | [] tfidf \D DoubleCell | ] |Double out_prod
Remove
’ OK ] ’ Apply ] [ Cancel ] 7

17 septembre 2016

Page 16/25


https://en.wikipedia.org/wiki/Tf%E2%80%93idf
http://en.wikipedia.org/wiki/Tf-idf

Tanagra Data Mining

Ricco Rakotomalala

We use the node MISC / JAVA SNIPPET / JAVA SNIPPET in order to create the new variable. This

tool seems very powerful and enables to perform a wide variety of operations.

The rest of the workflow. As previously, we perform the remainder of the operations by using the
nodes: DOCUMENT VECTOR (Vector value = TFIDF; attention to the settings), CATEGORY TO
CLASS, COLUMN FILTER and J48.

IDF Java Snippet Document vector Category to class Column Filter
om0 o By b =S
Node 56 Node 59 Node 60 Node 62
148 (3.7

Here is a partial view of the document-term matrix. The weights are of course different from the TF

weighting...

— ~
. Table View - (:64 - Interactive Table [E=ERC)
Eile Hilite Navigation View Output
Row ID D abm D gold D corp D proceed | D initi D public D offer D seven D min

118 1751 1,213 0.435 0.873 0,705 0,596 0.66 0.764 0,304 -

119 0 ] 0 0 0 0 0.451 0 0,415 K

120 0 ] 0.41 0,596 0 0,595 0 0 0.535

121 ] o 0 ] ] 1.055 0.798 ] 0.603

122 0 ] 0.28 0 0 0 0 0 0.415

123 0 ] 0.28 0 0 0 0.451 0 0

124 0 ] 0 0 0 0 0 0 0.304

125 0 o 0 0 0 0 0 0 0

126 0 0.872 0.559 0 0 0 0 0 0,304

127 0 ] 0 0 0 0 0 0 0,484

123 0 ] 0 0 0 0 0 0 0

129 0 o 0.28 0 0 0 0 0 0.304 -

...but the decision tree is the same because the splitting rules for the nodes are based only on the

presence or absence of the terms (TF > o or not).

-
1 Weka Node View - 0:61 - J48 (3.7) I

(= [ [t

File

Weka Output | Graph | Summary | Source | Additional Measures|

J48 pruned tree|

Size of the tree : 15

o0il <= 0: acg (52.0/1.0)

oil > 0

1 ple €= 0

I I pacif <= 0

I | | cooper <= 0

I I I I buy <= 0

| | | | | cash <= 0

1 1 1 1 1 1 agre <= 0: crude (43.0/1.0)
I I I I | | agre > 0: acqg (3.0/1.0)
1 1 1 1 1 cash > 0: acg (4.0/1.0)

1 1 1 1 buy > 0: acg (3.0/1.0)

I I | cooper > 0: acg (3.0)

1 1 pacif > 0: acg (3.0)

1 ple > O0: acg (6.0)

Number of Leaves : 8

m
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Since we have a more elaborate weighting scheme. Let us see what happens when we use a SVM
(support vector machine) linear for example. We use the WEKA component /| WEKA (3.7) /
CLASSIFICATION ALGORITHMS / FUNCTIONS / SMO (3.7). We specify a linear kernel and we do not

normalize the data.

s ~
i S 065 - [ =B
4 Dialog - 0:65 - SMO (3.7) —
File
Options | Flow Variables I Memary Policy
About Preliminary Attribut. ..
abm: ok -
Implements John Platts sequential minimal optimization gold: ok
SMO [3-7} algorithm for training a support vector classifier. corp: ok
apapllities proceed: ok
initi: ok
-‘;— o o f public: ok
buildLogisticModels _False - offer: ok
seven: o
k
F e c |10 min: ok
. share: ok
odae ecksTurnedO: False - stock: ok
Mode 65 checksTurnedoff | Fal ck: ok
) dirs: ok
debs Fal increas: ok
Column Filter MB (3.7 ol = T e \
epsion | 1.0E-12 compani: ok
bob co-manag: ok
L _4]?_ filterType :No normalization/standardization @ - ;;::Ltﬁingk
inc: ok
kemel [ Chooss |Polykernel -C 250007 € 1.0 é— e
manag: ok
Mode 63 MNode 61 numFolds -1 develop: ok
properti: ok
. T randomSeed |1 sonora; ok
eractive Table It: ok
toleranceParameter 0,001 S‘I’;mgﬂl Dkl«
goldenbel: ok
Select target column \;:::Tb:rgct:' Doi
: S Document dass v: O 'r;r"“" ’i" G
=)
MNode 64
[ OK ][ Apply l[ Cancel
L

Here are the first coefficients of the classification function.

r

— ~
4 Weka Node View - 0:65 - SMO (3.7) - - - [E=REER
File
Weka Output

-
SMO =
Kernel used:
Linear Eernel: K(x,y) = <X,y>

i Clas=zifier for classes: acg, crude |
BinarySMO
Machine linear: showing attribute weights, not support vectors.

-0.0131 * abm
+ -0.041 * gold
+ 0.0288 * corp
+ -0.02% * proceed
+ 0.0051 * initi
+ -0.0202 * public
+ -0.0543 * offer
+ 0.0072 * seven
+ 0.208 * mln
+ -0.0728 * share -
h — =

Here is the whole workflow under Knime. It is impressive!
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Interactive Table Interactive Table Interactive Table Interactive Table Interactive Table Value Counter Interactive Table

Ungroup

&=
Node 5

XML Reader

SMO (3.7

Puth g Sting Manipulati Strings To Document Punctuation Erasure  Case converter  Stop word Filter Number Filter Snowball Stemmer  BoW creator
= = t= = t= = t= P 1t
o N1 B o L 8 8 B & B B
Interactive Table Node 21 Node 23 Node 27 Node 47 Node 29 Node 30 Node31 Node 49
Node14 Node16 Node 19 e Table
eractive eractive Table
Node 20 =
Node 48 Node 53 Node 51
Node 40

Figure 1 — The whole workflow under KNIME
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3.12 Conclusion

I made simple in this tutorial. The classifier is developed based on all the available documents. If we
want to go further and get an honest measure of the classifier performance, we must use an
evaluation scheme such as cross-validation. Knime can do that easily®. In this case, it is important

that the generation of the document term matrix must be incorporated into the resampling loop.

4 Document classification using RapidMiner

RapidMiner Studio is a well-known data mining platform. We use the STARTER version in this

tutorial (available at April 2014, when | wrote the French version of this tutorial). The performing of
the analysis is very easy... when we understand the underlying principle of the organization of the
process under RapidMiner. It took me a bit of research on the web before to understand the crucial
role of the PROCESS DOCUMENTS FROM DATA component in the process.

4.1 Importation of the documents

RapidMiner can read XML files with the “Read XML" node. | however preferred to use a file in Excel
format in this section. The idea is to show that it is finally possible to store textual information in any

kind of file, so long as we are able to distinguish the documents, the category (subject) and the plain

text (text).
i_ilj reuters.xls [Mode de compatibilité] - = x
A

1 |sujet ltexte )
2 |acq Resdel Industries Inc saidit has agreed to acquire San/Bar Corp in a share-fc'—
3 |acg Warburg, Pincus Capital Co L.P., aninvestment partnership, said it told repre

4 |acq TransCanada Pipelines Ltd deniedreports that it raised its offer for Dome Pe:

5 lacg Centel Corp said it completed the sale ofits water properties serving 8,000 cu

6 |acg PBS Building Systems of America Inc,an Anaheim, Calif., company, told the

7 |acg CSR Ltd &lt;CSRA_S&gt; intends to proceed withits planned bid for building |

8 |acg &lt;Virginia Federal Savings and LoanAssociation&gt; said it has signed a de

9 |acg Allied-Signal Inc said itagreed to sell its Amphenol Products unit to a subsidi
10 |acq Lloyds Investment Managers Ltd, aLondon-based investment firm, said it rais
11 |acq Arthur Appleton, a Chicago investor,told the Securities and Exchange Comm
12 lacq Commonwealth Aluminum{Comalco) said it put its Goldendale, Wash., smel:
13 lacg French state-owned aluminium and specialmetals aroup Pechiney &lt:PUKG™
4 4 b ¥ | dataset %1 o | i | B

The target variable is the first column of the “reuter.xIs” file, the texts are into the second one.

After we launched RAPIDMINER, we create a new "process" (FILE /f NEW PROCESS). The GUI and
the mode of operation are similar to those of Knime. We use the "Read Excel" node to import the

data file. We click on the “Import Configuration Wizard” button.

6 http://data-mining-tutorials.blogspot.fr/2008/11/decision-tree-and-cross-validation.html
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Eile Edit Process Tool

. Operators

o[- ]

(2] Process Control (37)
(23 Utility (54)

=)

5 Impart (28)
= ) Data (19)

% Read CSV
Read XNIL
Read Sparse
Read ARFF

Read SAS
Read Access
Read AML
Read XRFF

Read SP3S
Read Stata
Read DBase
Read C45
Read BibTeX

& Read URL
(21 Models (3)
1 Attributes (2)
1 Results (1)
(2] Other (2)

& Read

Export (18)

(eI E e

G
o

1 Repository Access (6)

Read Excel with Format

Read Database

Stream Database

Read DasyLab

Nata Transformation (1151

s View Help

BEEy >~ b0 T 2@

roPmcess
B[P «-m- 1

3

Process *

-0 ¢EHIS-

res

res
Read Excel

gou‘

fil

/1 Problems & Log
% One potential problem

Message
Q' The mandatory parameter "excel file” is undefined.

Fixes
@ Set mandatory paramete.. g Read Excel

Location

@ Context
@ Parameters

B R YR~

& Read Excel

)f'/ Import Configuration ...

sheet number
imported ceil.
encoding

first row as names

date format
time zone system v | &2

& Compatibility level
—_—

= Comment

@ Help

g Read Excel
h (RapidMiner Core)

d

A key step in the import process allows you to specify the role of the columns: “topic” corresponds

to the label of the documents; “text” is of type “text”.

! lsujet

This wizard guides you to import your data.
Step 4: RapidMiner uses strongly typed atfributes. In this step, you can define the data types of your

individual operators. These roles can be also defined here. Finally, you can rename attributes or deselect
them entirely.

[ % Reload data l I R%) Guess value types Preview uses only first 100 rows. Date format

o |

binominal hd

acq Resdel Industries Inc said it has agreed to acquire San/Bar Corp in a share-for-share exchang
acq Warburg, Pincus Capital Co L.P., an investment partnership, said it told representatives of Sym

acq TransCanada PipeLines Ltd denied reports that it raised its offer for Dome Pefroleum Ltd &ItD

acq Centel Corp said it completed the sale of its water properties serving 8,000 customers in four &

acq PBS Building Systems of America Inc, an Anaheim, Calif, company, told the Securities and Exc

acq CSR Lid &It CSRA.S&gt, intends to proceed with its planned bid for building materials group Mc

acq BItvirginia Federal Savings and Loan Association&gt, said it has signed a definitive agreemen

aca Allied-Sional Inr said it aoreed tn sell its Amnhenol Products unit o a subsidiarv of | PI Investn
@ 0 errors. lgnore errors |:| Show only errors

Row, Column Error Original value Message

attributes. Furthermore, RapidMiner assigns roles to the altributes, defining what they can be used for by the

(o] [ | [P (3w

4.2

The « Process Documents from Data » node

We add the tool TEXT PROCESSING / PROCESS DOCUMENTS FROM DATA into the workspace.

We connect the "Read Excel” node to the input connection “example set”. The TF-IDF weighting is

the default setting.
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File Edit Process Tools Yiew Help

TRy A

Create Document
Write Document
Process Documents from Files

sriim NI

T& One potential problem

Message

Fixes

Location

Synopsis
;Loac:?)sosuo:ﬂl“er:tesn(tljgl‘;m Mail Store @ Mandatory input missing at port Process Documents fr... (# Choose among 2 availa.. Process Docum..
Documents to Data (v

i Operators ﬁ} Process XML @ Context
& - @P[F @ = o [(Broes e-OLEDS- B Paramatas
L0 Utiliy (547 = S ey &~
(] Repository Access (6) =
B "\S' Import (28) Process Documents from Data
() Data (19)
£ Models (3) o create word vector
(2] Attributes (2) e
] Results (1) Read Bxcel s | vector creation TF-IDF -
] Other (2) qn [g out
] add meta information
] Data Transformation (115)
keep text
(] Modeling (249) Process Docu..] D keep
(2] Evaluation (31)
El ) Text Processing (48) TR ETE
(2] Tokenization (1)
EJ Extraction (5) datamanagement double_spars.. ¥
(] Filtering (12)
£ stemming (7) ] select attributes and weights
(=] Transformation (11)
£ utility (1)
Data to Documents -
Process Documents @ Heip = Comment
Process Documents from Data
Eutract Document Process Documents
Read Document /% Problems & Log

from Data (Test Processing)

PROCESS DOCUMENTS FROM DATA is actually a composite tool that does directly generate the
matrix documents-terms, by adding the "subject" column since we had taken care to type it as

“label” during the importation process above.

File Edit Process Tools View Help

T Operators
@~ [0 __Jo[p¢

Extract Token Number
Aggregate Token Length
Aggregate Meta Data

B S Filtering (12)

Filter Stopwords (English)
Filter Tokens (by Length)
Filter Tokens (by Content)
Filter Tokens (by Region)
Filter Tokens (by POS Ratio
Filter Tokens (by POS Tags
Filter Stopwords (Dictionary
Filter Stopwords (German)
Filter Stopwords (French)
Filter Stopwords (Czech)
Filter Stopwords (Arabic)
Filter Documents (by Conte
Bl &) Stemming (7)

Stem (Snowball)

Stem (Porter)

Stem (Lovins)

Stem (Dictionary)

Stem (German)

Stem (Arabic, Light)

=| Stem (Arabic)
ransformation (11)
Transform Cases
Combine Documents
Replace Tokens

(€ ]~

Extract Length =

T ElREyY »~ JPIIE NI

5~ Process

@-m» . q

Process b] [ Process Documents from Data }Q -~ [E # Al & -

3 context
@ Parameters

T ey x B

Tokenize

Transform Ca...

Filter Stopwor..,

Stem (Snowb...

7 Process Documents from Da

- create word vector

doc
vector creati...| TFHDF

add meta information

(] keep text

prune method
dalamanage...

||
[T select attributes and weigf

= Comment

@ Help

/% Proklems & Log
% Mo problems found

Message

Remaove Document Parts =

Fixes

Location

Process
Documents from

Data (Text Processing

a DH
—

We access to the internal structure by double-clicking on the node. We can specify the sequence of

treatments for the generation of the document term matrix. We use: TEXT PROCESSING /
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TOKENIZATION |/ TOKENIZE to identify the words into the text’; TEXT PROCESSING
TRANSFORMATION / TRANSFORM CASES to change the characters in lower case; TEXT
PROCESSING / FILTERING / FILTER STOPWORDS (ENGLISH) to remove the stop words; TEXT
PROCESSING / STEMMING / STEM (SNOWBALL) for the stemming operation.

We note that we visualize inside the node PROCESS DOCUMENTS FROM DATA in the screenshot

above.
4.3 Machine learning algorithm — Weka J48

We click on the arrow « A\ » to get back on the main level of the diagram. We insert the node W-J48

imported from the WEKA extension.

File Edit Process Tools Yiew Help

TERY 2 SPNE VT |
i Operators (D Process = @ Context
@ - :]'@ P E-» - 4| B & -0 $ g S~ [B2 Parameters

B+ L] NeUral Net |ra|mnguj s B % P 5 |

(7] Function Fitting (7) p—

] Logistic Regression (2) i Process

1 Support Vector Modeliny

(2] Discriminant Analysis (] inp (|res  logverbosity

(2] Meta Modeling (14) q-

= ) Weka (106) Read Bxcel (s logile D
1 Bayes (13) q i . g‘ out -
['_] Met (3) (8] Process Docu...| resulfle D
1 [ Functions (16)

2 Wi (1)
3 misc (3)

random se... | 2001
1 Rules (11) send mail
B S Trees (15) W-J48
A, tra - encoding SYST..
) W-ADTree Q P
) W-BFTree

) w-DecisionStun o
@ W-FT
) W-d3 i
) W-J48graft —| Comment

) W-LADTree & Help

& wwr

) W-M5P A ' &
g v /% Problems o Log T Process
Y W-NBTree

§ W-REPTree T& Mo problems found
) w-RandomFore

&
2] Lazy (5)
=l
&
&

&S Message Fixes Location Synopsis

'y W-RandomTree

y W-SimpleCart &4 =
< B
&

he

We note the different connections, including those that are connected to the output of the diagram.

They define the available results at the end of the calculations.
4.4 Results

Now, we can launch the process. A dialog box allows to set the name of the project. We set “Text

Ill

mining tutorial”. Several new tabs containing the results are created.

7 http://en.wikipedia.org/wiki/Tokenization

17 septembre 2016 Page 23/25


http://en.wikipedia.org/wiki/Tokenization

Tanagra Data Mining Ricco Rakotomalala

Wordlist. The terms are enumerated in this tab. For instance, “accord” is present in 11 documents, it
appears 15 times in all, that means it can appear several times in one document. 10 of them are
related to the topic “acq”, 5 to “crude”. This information is not trivial. It gives us indications about

the relevance of the terms for the prediction of the classes.

File Edit Process Tools View Help

TGy ~aa SdPIIB YD

¥ Result Overview l_ﬂ_ExampIeSet (Process Documents from Data)
Q W-J48 (W-J48) lj WaordList (Process Documents fram Data)

Altribute Name Total Occurences Document Occurences
abegglen
abil
abl
abm
absolut
ac
acceler
accept
access

T R (O R |
5 2

account 8

L I LR S
L R LR
L T =R 7= R SU R P Ry L]
=R = N =]

o

accumul 3 3 2

o = )

accur 1 1 1

ExampleSet. We visualize the documents-terms matrix. 2329 terms have been generated. The
results are slightly different from those of Knime because we have not introduced the same
operators of cleanup (e.g. “remove punctuations” under Knime, etc.); because some cleaning

algorithms are likely not implemented exactly in the same way (e.g. stemming).

File Edit Process Tools View Help

T9EEy ~aa SPIIB YO

Q) W48 (W-J48) | & WordList (Process Documents from Data)
== Result Overview l_ﬁ ExamiIeSet (Process Documents from Data)

w; () Meta Data View () PlotView () Advanced Charts () Annota

ExampleSet (117 examples, 1 special aitribute, 2328 regular attributes) View Filter (117 /117): | all

Row MNo. sujet abandon abegglen abil abm absolut ac acceler accept
acq
acq
acq
acq
acq
acq
acq
acq
acq
acq
aca

1
2
3
4
5
6
7
8
9

f= R == = =R = = = = = =]
o e o e oo oo oo o
f= R == = =R = = = = = =]
o e o e oo oo oo o
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Decision tree. Last, we get the decision tree provided by the J48 algorithm.

3.015 @ Maison-P

File Edit Process Tools View Help

I EEyY o SPIIB VI D

; Fesult Overview l__ﬂ ExampleSet (Process Documents from Data)
(4 W-J48 (W-J48) [ & wordList (Process Documents from Data)

(@) Text Vie

*WekaResult [ I

W-J48

J48 pruned tree

oil <= 0.011515: acg (53.0/1.0)
oil > 0.011515

buy <= 0.024463

bp «= 0

| field <= 0.078636

| | sell <= 0

| | | busi <= 0.027445: crude (44.0/1.0)
| | | busi > 0.027445: acqg (3.0/1.0)

| | sell > 0: acqg (3.0/1.0)

| field > 0.078636: acg (4.0}

bp > 0: acqg (3.0)

buy > 0.024463: acq (7.0)

Number of Leaves : 7

Size of the tree : 13

S}

Despite the fact that we use the same learning algorithm, the tree is different from the one of Knime

because the tools have not provided the same document-term matrix. An interesting task would be

to compare the list of terms generated by Knime and RapidMiner.

5 Conclusion

The main conclusion of this tutorial that we can perform the document classification process with

Knime and RapidMiner. We can perform the same kind of analysis also with my students when we

use R and the specialized packages (tm, etc.) during our tutorial classes. The differences lie on the

underlying algorithm of the tools used at each step (e.g. when the stemming algorithm is not

implemented identically, the lists of stop words are not the same, ...) or on the available parameters

that we can set.
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