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1 Subject
Using cross-validation for the performance evaluation of decision trees with R, KNIME 

and RAPIDMINER.

This paper takes one of our old study on the implementation of cross-validation for assessing the 

performance of decision trees. We were compared the procedure to follow for Tanagra, Orange and 

Weka1. In this tutorial, we describe the utilization of other tools: R  2.7.2 (http://www.r-project.org/), 

Knime  1.3.51  (http://www.knime.org/)  and  RapidMiner  Community  Edition  (http://rapid-

i.com/content/blogcategory/38/69/).

The objectives and the steps are the same. The reader can see our previous tutorial if asked for 

details on these elements. We use the HEART.TXT dataset (UCI IRVINE, http://archive.ics.uci.edu/ml/

datasets/Heart+Disease).  We  want  to  predict  the  occurrence  of  heart  diseases.  We  have  12 

predictors and 270 instances.

2 Decision tree + Cross-validation with R (package rpart)

Loading the rpart library. We want to use the rpart procedure from the rpart package. So we 

need to install it, then we use the following command.

Data file importation. We import the dataset2 in a data frame (donnees). We compute some 

descriptive statistics in order to check the dataset.

1 See http://eric.univ-lyon2.fr/~ricco/tanagra/fichiers/en_Tanagra_TOW_Decision_Tree.pdf

2  The following URL includes the source code for R, http://eric.univ-lyon2.fr/~ricco/tanagra/fichiers/heart.zip
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We  note,  among  other  things,  that  the  class  attribute  COEUR  has  two  values  (presence  and 

absence), with respectively 150 and 120 examples. There are 270 examples in total. On a small file, 

partitioning the dataset  in learning and test  samples is  not  a good idea.  We must use the re-

sampling methods in order to evaluate the classifier performances.

Induction of the decision tree on the whole dataset. In a first step, we induce the tree 

on the whole dataset with the rpart(.) command. We use the default parameters.

Resubstitution error rate. In order to obtain the resubstitution error rate i.e. the error rate 

computed on the learning sample, we calculate the prediction column (pred). Then, we get the 

confusion matrix and the subsequent error rate.

The resubstitution error rate is 12.22%. We know that this indicator is biased; it underestimates the 

true error rate.

Cross validation. Cross validation is a resampling approach which enables to obtain a more 

honest error rate estimate of the tree computed on the whole dataset. It is almost available on all 

the data mining software. With R, we must to program the method, but it is rather simple.
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Basically,  the  cross  validation  consists  to  randomly  split  the  data  in  K  folds.  We reiterate  the 

following process, by turning the sub-samples: learning the model on (K-1) folds, computing the 

error rate on the fold number K. The error rate in cross-validation is the mean of these error rates 

collected. It is a better estimator of the classifier performance than the resubstitution error rate.

From this description, we transcribe the operations in R. We create randomly a column indicating 

the individuals belonging to the folds.

We observe that we have the same number of examples in each fold.

We can repeat now the learning process and the test process.  We collect  each error rate in a 

vector.

We obtain the following vector.
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Figure 1 – Test error rate for each fold

Because we have the same number of examples in each fold, we can compute unweighted mean. 

This is the cross validation error rate estimation.

The cross validation error rate of the rpart(.) method on the HEART dataset is 21.11%.

3 Decision tree + Cross validation with KNIME

New workflow and data importation. In order to create a workflow, we click on the FILE / 

NEW menu. We specify a new project named “Validation Croisée – HEART”.
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We import the HEART.TXT data file with the FILE READER component. Using the CONFIGURE menu, 

we select the data file.

A part of the dataset appears in a grid. We validate. The EXECUTE menu enables us to finalize the 

data importation.

Induction  of  the  tree  on the  whole  dataset.  We  use  the  DECISION  TREE  LEARNER 

component. We make a connexion with the FILE READER component. We click on the EXECUTE AND 

OPEN VIEW menu for enabling the learning phase.

By default, Knime use the last column as the class attribute. This choice is right for our dataset. We 

can modify this default selection with the CONFIGURE menu.

Resubstitution error rate. We apply the classifier to the learning set. We use the DECISION 

TREE PREDICTOR. The SCORER component computes the confusion matrix and the error rate.
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The resubstitution error rate is 12.593%. 

Cross validation error rate. In order to implement the cross validation, Knime defines the 

meta-node concept. It contains a pre-defined sequence of components.
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With the CONFIGURE menu, we define: the class attribute (CŒUR) and the number of folds (10).

To  complete  the  internal  components  of  the meta  node,  we click  on  the menu  OPEN META - 

WORKFLOW  EDITOR.  A  new  WORKFLOW  EDITOR  appears.  By  analogy  with  the  resubstitution 

evaluation of classifier, we supplement the meta node with the learning method (DECISION TREE 

LEARNER) and the predictor (DECISION TREE PREDICTOR).

We return to the original workflow. We can see the results in 2 ways: a table containing the error 

rate for each fold; a prediction column that we can compare to the values of the class attribute.

In order to obtain the error rate in each fold, we use the interactive component table. We connect 

this one to the preceding component and we click on the EXECUTE AND OPEN VIEW menu.
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We can compare these values with those of R (Figure 1).

To get the overall cross-validation error rate, we use again the SCORER tool. The confusion matrix 

is also displayed.

The cross validation error rate is 30.37%, very different to the resubstitution error rate.

Note: Because they do not use the same induction tree algorithm (not the same parameters also), 

it is obvious that we cannot obtain the same cross validation error rate with R and Knime. However, 

such a gap (21.11% vs. 30.37%) deserves that attention be given more about the methods actually 

programmed. Maybe this will be the subject of an upcoming tutorial.
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4 Decision tree + Cross validation with RAPIDMINER
In  contrast  to  other  software,  we  have  to  define  the  whole  of  trafficking  before  starting  the 

calculations with RAPIDMINER. Indeed, at each computation request, it launches calculations on all 

components. It is not possible to request a selective execution of the branch of the diagram.

Another  notable  difference,  the  cross-validation  with  RapidMiner  generates  directly  the  tree 

computed on the whole dataset. It is not necessary to make this calculation separately.

Diagram creation and data importation. We create a new project by clicking on the FILE / 

NEW menu. We add a CSV EXAMPLE SOURCE at the root of the project. We specify the file name, 

the class attribute (LABEL_NAME) and the column separator.

Cross  validation.  We  insert  the  cross-validation  component  (XVALIDATION).  We  set  the 

parameters: we ask the computation of the tree on the whole dataset (CREATE COMPLETE MODEL); 

we ask  a  random sampling during  the  partitioning  in  folds  of  the  dataset  for  cross  validation 

(SAMPLING TYPE = SHUFFLED SAMPLING).
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In this branch XVALIDATION, we must insert the learning tool (DECISION TREE) and the sequence 

"learning and test classifier". The diagram is as follows. We select the error rate as indicator of the 

classification performance.

Execution of the diagram. We can start the calculations by clicking on the PLAY button in the 

tool bar. RAPIDMINER gathers the results in a new window with tabs. The first available result is the 

confusion matrix and the cross validation estimation of the error rate. We have 27.41%.
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In the DECISION TREE tab, we observe the computed tree on the whole dataset.
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5 Conclusion
In  this  tutorial,  we  showed how to  implement  the  cross-validation  evaluation  process  in  three 

programs: R, KNIME and RAPIDMINER. This document fills up a previous tutorial where we create 

the same patterns of treatments with three other programs: TANAGRA, ORANGE and WEKA.
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