Tutorial — Case study R.R.

Subject

Using variable clustering components in TANAGRA.

Variable clustering can be viewed like a clustering of the individuals where we would have
transposed the dataset. But, instead of the utilization of the euclidean distance in order to compute
the similarities between examples, we use the correlation coefficient (or the squared correlation
coefficient).

Variable clustering may be useful in several situations. It can be used in order to detect the main
dimensionality in the dataset; it may be used also in a feature selection process, in order to select
the most relevant attributes for the subsequent analysis. The synthesized variable which represents
a group, the main factor of PCA, may be used also.

Variable clustering around latent components. In the 1.4.16 TANAGRA version, we add some
methods about variable clustering. They rely on the same principle: the group is depicted by the
first factor of PCA (Principal Components Analysis). It is a weighted average of the variables that
explains as much variance as possible. The famous SAS procedure is one of the illustrations of this
approach®. Our implementation is based on the Vigneau and Qannari's works (2003)2.

Only methods based on the squared correlation coefficients are available. Thus, for the groups'
interpretation, we obtain the usual interpretation of the latent factors i.e. in a group, we can have
positive or negative correlation on the factor.

Such as in the cases clustering, we implement several techniques. A bottom-up approach, named
VARHCA, which is a hierarchical agglomerative approach. VARKMEANS which rely on the K-MEANS
algorithm. The users specify the right number of clusters, the algorithm detects the configuration of
greatest possible distinction.

A top down method is also available. It is suggested by the famous VARCLUS procedure. But, the
iterative reassignment phase is ignored. When a variable is assigned to a group during the splitting
process, we do not check if it is more correlated to other groups. Thus, the hierarchical structure of
the tree is not maintained, the graphical representation, i.e. the tree, displays only the succession
of the operations.

! J.P. Nakache et ]. Confais, « Approche Pragmatique de la Classification », TECHNIP, 2005, chapter 9, pages 219
to 239, is our main reference. It is in French. Other reference is the SAS version 8,0 on line documentation
(chapter 68). It is available here: http://www?2.stat.unibo.it/ManualiSas/stat/chap68.pdf

2 E. Vigneau et E. Qannari, « Clustering of variables around latent components », Simulation and Computation,
32(4), 1131-1150.
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Dataset

In this tutorial, we use the CRIME_DATASET_FROM_DASL.XLS dataset from the DASL library (The
Data Story and Library -- http://lib.stat.cmu.edu/DASL/). It depicts the criminality in US states in the
1960's. There are 47 examples and 14 variables in the file.

Clustering Variables with TANAGRA

Creating a new diagram

The simplest way to make an analysis with TANAGRA is to open the dataset in a spreadsheet
software such as EXCEL. With the add-in TANAGRA.XLA3, a new menu appears and we can start the
process by selecting the whole dataset and clicking on the menu TANAGRA / EXECUTE TANAGRA.

E2 Microsoft Excel - crime_dataset_from_DASL. xls

@ Eichisr Edition Affichage Insertion Formab ©utils Données Fengtre | Tanagra == x|
ODEH &b Y 3 B < % = f E Execute Tanagra @ > | arial - %
N4B - =| 160 .

[} B C D E T G H 1
1 |CrimeRate |Male14-24 |Southern |Educati Expend60 |Expend59 |Labor Male PopSize
2 79.1 151 1 a1 53 56 510 950 3
3 163.5 143 0 113 103 95 503 1012 i
4 57.8 142 1 89 45 44 558 968 1t
3 196.9 136 0 121 149 141 577 994 15
6 123.4 141 0 121 109 101 291 935 1t
T 63.2 121 0 110 118 115 247 964 2
8 96.3 127 1 11 82 9 518 932 .
9 155.5 131 1 109 115 109 542 965 8l
10 g5.6 157 1 a0 B5 B2 553 955 3
11 70.5 140 0 118 71 B3 632 1028
12 167.4 124 0 105 121 116
13 §4.9 134 0 103 75 71
14 41.1 124 0 113 &7 B0
15 B6.4 135 0 17 B2 B1
16 79.8 1582 1 a7 a7 5]
17 94.6 142 1 83 g1 7
18 5 143 0 110 B8 B3
19 929 135 1 104 123 115
20 75 130 0 116 128 128
21 122.5 125 0 103 113 105
22 74.2 126 0 103 74 B7
23 43.9 157 1 89 47 44
24 121.6 132 0 95 a7 a3
25 96.0 131 0 116 70 73
26 52.3 130 0 118 B3 a7
27 199.3 131 0 121 160 143
28 34.2 135 0 109 B9 71
29 121.6 152 0 112 82 76
30 104.3 119 0 107 166 157
M 4 M} crime dataset / description / [4]
Dessin =~ [3 Formes automatiques + . w [] O 48 d-L-A-==F
Prét Somme=142460.9

In the following dialog box, we check if the selection is right and we validate the process.

3 See the tutorials about the installation of add-in on the website if it are not installed and activated. The add-in
is available since version 1.4.11 of TANAGRA.
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Fichier Edition Affichage Insertion Faormab ©utils Données Fenftre 7 Tanagra ;Iilﬂ
& ) - 27 g
AL | =| 160
A 5} (= [} E F G
1 [CrimeRate [Male1424 [Southern [Education [Expend60 [Expend59 [Labor __ [Male  [PopSize
2 791 151 1 91 58 56 510
3| 163.5 143 i} 113 103 95 483
4 578 142 1 g9 45 44 533
5 ) 196.9 136 0 121 149 141 577
[ 123.4 141 i} 121 109 101 591
70 B3.2 121 i} 110 118 114 a4y
5 | 96.3 127 1 111 82 79 5219
91 155.5 131 1 109 115 109 542
10! 5.6
11 70.5 .
12} 167.4
13| 049 Dataset range (including the name of the attributes - first row):
14] 511 $A$LISI4E [
15 B4
B 798 o | oo |
17 ) 94.6
18 | 539
191 92.9 135 1 104 123 115 537
20} 74 130 i} 116 128 128 436
21 122.5 125 i} 103 113 105 867
2 742 126 0 108 74 B7 602
23] 43.9 157 1 g9 47 44 512
241 121.6 132 i} 96 g7 g3 a64
251 96.5 131 i} 116 78 73 74
26 | 52.3 130 0 116 B3 a7 641
27 199.3 131 i} 121 160 143 631
28 | 34.2 135 i} 109 a3 71 a40
29 ] 1216 162 0 112 g2 76 571
30 104.3 119 0 107 166 157 521
4] 4[> [ M crime dataset { description / [4]
Dressin = k Formes automatiques ~ ™, w I:l (@] 4 & . z - & -= E . e -
Fointer Somme=142460.9 NN

TANAGRA is automatically opened, the dataset is downloaded. We check again if we have really 14

variables and 47 examples.

" TANAGRA 1.4.16 - [Dataset (tan46.txt)]
E File Diagram ©Component Window Help

H

Analysis
Dataset (tandé, txt)

Download information

Datasource processing
Computation time Oms

Allocated memory 13 KB

Dataset description

14 attributeqsy
47 example(s)

Database : CDOCUME-1WaisontLOCALS~1\Tempttands, txt

Attribute  Category Informations
CrimeRate  Continue
Components
Data visualization Statistics MNonparametric statistics
Feature selection Regression Factorial analysis

Spw learning Meta-spw learning Spw learning assessment

Instance selection

PLS

Scorng

Feature construction
Clustering.

Aszociation

View dataset
E_i\;’iew multiple scatterplot

E.Scatterplut
E.Scatterplut with label

@Currelah‘un scatterplot
Expurt dataset
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VARHCA

Defining the analysis

Of course, we must specify first the variables of the analysis.

We

insert the DEFINE STATUS

component in the diagram by using the shortcut on the toolbar.

AGRA 1.4.16 - [Dataset (tan46.txt)]
I File D\GW\CUWDDHEHt Window  Help

I -16Y)

C

= ﬁg Dataset (tands, txt)
“% Define status 1

\ Pararneters

Analysis

Define attribute statuses

|

Aftributes

Target Input lllustrative

C o

nononoonnnNon

o
=

Malel4-24
Southern
Education
ExpendGO
Expend53
Labor

hale
PopSize
Maniwhite
Unemp14-24
Unemp35-39
Famincome
Inclnderkded

Clear selection I b

I Data wisualization | Statistic

[

ok [ cancel J[ Her |

Feature selection | Regressi " "

Spw learning | Meta-spy learning ‘ Spw learning assessment ‘

| |
Scarng | Association |

EScatterplot
Eicatterplnt with label

@Corralation scatterplot
Expnrt dataset

\f'iaw dataset

E,_';\f'iaw multiple scatterplot

We set as INPUT all the variables, except the variable CRIME RATE which has a particular status in

this dataset, we will use it later.

" TANAGRA 1.4.16 - [Define status 1]

IFHE Diagram  Component  Window  Help

Ol %
ALnalysis
Attribute  Target Input Ilustrative
CrimeRate
Parameters. .. ——— e
cute Southern Wes
Education Wes
Expendsl wes
Expends? wes
Labar yes >
Male yes =
PopSize wEs
MonWhite wEs
Unempid-24 - wEs
Unemp3s-39 - wEs
Famlncome yes m
IncUnderded - yes J
v
Components ‘
Data visualization | Statistics | Monparametric statistics ‘ Instance selection | Feature construction |
Feature selection | Regression | Factorial analysis ‘ PLS | Clustering |
Spw learning | Meta-zpy learning | Spw learning assessment ‘ Scorng | Azzociation |

M‘S:attarplnt
E‘S:attarplnt with label

@»Cnrrelatinn scatterplot \f'iew dataset

Expﬂr‘t dataset

E,_';\f'iew multiple scatterplot

Then, we add the VARHCA component (CLUSTERING tab) in the

diagram, by drag-and-drop

operation. To view the results, we activate the contextual menu VIEW.
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{ TANAGRA 1.4.16 - [VARHCA 1]

[=

Analysis

IF”E Diagram Component  Window  Help

EOX)

HTRAL ‘ Cendrogram

= Dataset [tandd, txt)
= 1:* Define status 1
T WARHCA 1

Data visualization

Report Parameters

Show R-Sgquare @ 1

Shaw Cor relation with the cluster's latent variables : 1
Correlation Threshold for Highlights and counting : 0.70
Show Regression Coefficients : 0

Algorithm Parameters

User-defined number of clusters : 0
Mumber of clusters, if user-defined : 4
Initial number of clusters in the search algorithm : 20

Cluster characterization

Cluster summary 2

Components
Monparametric statistics Instance selection Feature construction

<

——————— -
Feature selection Factaorial analysis PLS :‘ Clustering 1
Spw learning Meta-zpy learning Scorng = T Msdciation |
—

AT [ EM-Clustering HHHAC B Kohonen-50M ] TVARHC A
S CTP [#% Em-Selection To% K-iheans B v T8 WARCLUS o ans

Reading the results

For a good understanding of the results, we refer to the SAS (version 8.0) on-line documentation,

see http://www?2.stat.unibo.it/ManualiSas/stat/chap68.pdf

Cluster Summary. It displays the number of clusters, the number of variables in each cluster, the
variation explained in clusters and the total variation explained (value and proportion).

Cluster summary

Variation Proportion

Cluster # Members

Iy L3 k2

Explained Explained

2 1.745% 0,5730
g 2,3843 0,733
& 4,40651 0,734z
2 1.5136 0, 7had
Taotal 10,0459 0, 7730

Cluster members and R-square values.

It details the variables in each cluster. Three indicators are available: R? with own cluster, R? with
the nearest cluster, and the 1-R? ratio. Small value of this ratio indicates good clustering. If this
value is larger to 1, it means that the variable has a larger correlation with another cluster than its

group.
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Cluster members and R-square values

Cluster Members C(l:::tr;r C'l'::s::st 1-R: ratio
1 Unemp14-24 0.8730 0.0050 01277
Unemp36-39 0.5730 00638 0.1357

2 Expendal 0.9334 0.3436 0.101%
Expend&d 0.9240 0,3569 0,1150
PopSize 0.5249 0.0159 0.4527

3 Southern 0.7441 0,101 0.2847
Monwwhite 0.6944 0.0213 0.3123
thale14-24 0. 5955 0,2473 0.5331
Education 0.7396 0.1837 0.3074
Famlncome 0,7795 0,5376 0.4762
IncUnderded 0.5435 0,3085 0.2191

4 Labar 0. 7565 0,1738 0,2944
#hale 0. 7545 0.0811 0.2647

In our dataset, VARHCA detects 4 groups. The variables seems well assigned to their groups. The
largest 1-R? ratio is 0.533 for MALE14-24 attribute in the third cluster.

Cluster correlations - Structure. This table displays the cluster structure i.e. the correlation of
each variable to clusters. It enables to interpret the clusters. We underline the correlations higher
than 0.7 or lower than -0.7 (this threshold can be modified) and we count these situations in the
MEMBERS column. If the variables are well clustered, each variable must be associated to one and
only one cluster.

Cluster correlations -- Structure

Attribute  # membership Cluster 1 Cluster 2 Cluster3  Cluster 4

thale14-24 1 -0.2511 -0.4973 0.7738 -0.10%0
Southern 1 -0.0539 -0.3180 0.8626 -0.4714
Education 1 -0.1087 0.3920 -0.58600 0.5737
Expendsl 1 0.0757 0.9661 -0, 5862 0.0892
Expendh? 1 0.0629 0.9623 -0.5974 0.0743
Labor 1 -0.3479 0.0546 -0.416% 0.869%
tale 1 0.1783 -0.101% -0,2845 0.869%
Popiize 1 0.1243 0.724% -0.125% -0.3071
Moniwhite 1 -0.0404 -0, 1480 0.8333 -0,3542
Unemp14-24 1 0,233 -0.0602 -0, 12586 0.0704
Unemp35-39 1 0,233 0.2285 0.0133 -0.2526
Famlncome Z 0.0733 0,7332 -0,8350 0.27%4
Inclnde rived 1 -0.0255 -0, 5554 0.2211 -0.2512

In our dataset, we obtain a good association between variables and their cluster. Only FAMINCOME
seems highly correlated to the second and the third cluster. We see in the next subsection that
these clusters are themselves correlated.

Inter-cluster correlations. An another way to evaluate the orthogonality between the clusters is
to compute the correlation between the components. They represent the clusters, they correspond
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to the first factor of the PCA in each group. TANAGRA automatically computes these factors. They
are available for the subsequent operators in the diagram.

We add again the DEFINE STATUS component into the diagram, using the shortcut. We set as INPUT

these new variables.

AGRA 1.4.16 - [VARHCA 1]
- Diagyay Compenent | Window Help

D= &l =
‘ ) _——
/ Analpsis I Define attribute statuses
A

/5] Dataset (tands. txt)
= f Define status 1
BT WARHCA 1

% Define status 2
N\

Parameters

Atributes : —
e Target | Input |llustrative | s

C Labor Al VCHea_1_1

C Male VCHea_1_2

C PopSize WCOHea_1_%

C Nonwhite VCHea_1_4

C Unemp14-24
C Unemp35-38
C Famincoms

C IncUnderted

Clear selection ]

| T

[ OK. Il Car\‘cel [ Reie |

v‘

—————

Components

|

Data wisualization
Feature selection

Spv learning

| Statistics
| Rearession

| Meta-spy learning

| Nonparametric statistics |

Instance selection

Feature construction

| |
| Factorialanalysis PLS [T Cistering ||
| Spv learning assessment ‘ Scoring ‘ Aszociation |

SheT
SeoTe

=

| Em-Clustering
[FaEa-Selection

HTMHAC

B Kohonen-SOM

[o% K-eans

Fsiva

EZMeighborhood Graph *TAWARHCA

i3 VaRCLUS

|+ WARKMeans
|

2|

Then we add the LINEAR CORRELATION component (STATISTICS tab) into the diagram. We modify
the default settings, we want to compute the correlations between the INPUT attributes.

) TAMAGRA 1.4.16 - [VARHCA 1]

W Fi= Diagram | Component  Window  Help

R~
Analysis [ -
Linear correlation options
= Dataset [tandé.txt) Ll
o "
= Define status 1 Farameaters
=477 VARHCA 1
=% Define status 2 [ Sort results
Lo Linear correlation 1 »
\ Sart by
\ ¥ attribute narne
\ X attributs nams
< o
== r-valus
|r] -value
 Input list
O Target and Input
@ Cross Input ’ ‘
~|
[ QK J[ Cancel J[ Help J —
Data wisualizhtion Statistics \ INonparametric statistics \ Instance selaction Feature construction \

Feature selebtion |

Spe le

nz

PLS Clustering

Factaoral analysis

Scoring dssociation \

Spv learning assessment |

% Bartlett's test o Fisher's test

’j‘ Brown - Forsythe's test

4l il

nGroup characterization

[EH Group exploratiom

awlevene’s test

]

e RS
——_1# Linsar carrelation ) 4 Normality Test
Ore gnivanate cont stat M One-way ANOWA

2

We note that, except the cluster 2 and

3, the components are poorly correlated.
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{7 TAMAGRA 1.4.16 - [Linear correlation 1] =3
EFiIe Diagram Component  Window  Help x

[ =

T e

=] Dataset (tandé. txt)
B*:* Define status 1
24T VARHCA 1
B*:i Define status 2

Cross-tab parameters
Sort results nan

Lf. Linear correlation 1 Imput list  Cross-input [ x X))

Y X r r: t Pri=[t [} =
WCHeza_1_1 WCHza_1_2 0.0935 0.0033 0.6322 0.5305
WCHeza_1_1 WCHza_1_3 -0.0817 0.0033 -0.4150 0.6801
WCHza_1_1 WCHza_1_4 -0.0975 0.0095 -0.6571 0.5145
WCHea_1_2 WCHea_1_3 -0.5169 0.2672 -4.0603 0.0002
WCHza_1_2 WCHza_1_4 -0.0272 0.0007 -0.1824 0.8559
WCHza_1_3 WCHca_1_4 -0.4033 0. 1626 -2.9565 0.0049
Computation time : 0 ms, “
Cormponents [
Data visualization | I Statistics ‘ Monparametric statistics | Instance selection ‘ Feature construction |
Feature selection | Regression ‘ Factoral analysis | PLS ‘ Clusterng |
Spv learning, | Meta-spw learning ‘ Spv learning assessment | Scoring ‘ hssociation |
z‘.:‘Bartlett's test ZiFisher's test [El Group exploration [# Linear correlation 42 Normality Test
<% Brown - Forsythe's test M Group characterzation e Levens's test L& Mare Univariate cont stat ML One-way ANOWA
< I | >

Using supplementary variables. Now we want to insert the CRIME RATE in the analysis. We
want to know which dimension gives the best explanation of this variable.

We add a new DEFINE STATUS component. We set as TARGET the CRIME RATE attribute, and as
INPUT the factors of the clusters.

+ TANAGRA 1.4.16 - [Linear correlation 1]

I File Diagram Component ‘Window Help
—~
oo I (%a
/ Analysis I Define attribute statuses A
= E)staset (tands.txt)
- %4 Define status 1 aiersters
=T WARHCA 1 .
L Attributes : —
= £§ Define status 2 Target Input | Nllustrative
~|# Linear correlation 1 C Labor L] CrimeRate
~ g Define status 3 E pale —
1 PopSize -
1 C Nonwhite 4
\ C Unempl4-24 J
\ C Unermp35-38
-
No__ — -t|IZ] | & Famincome =]
c E
C]
B [ Clear selection ) —
)
[ ok [ cencet |[ Hew | \
Data visualization || Statistics - - - ‘
Feature selection | Regression | Factorial analysis | PLS | Clustering |
Spv lsarning | Metasprlearning | Spy learning assessment | Scoring. | Association |
‘Z&Bar’tlett's test i Fisher's test EE Group exploration LfLinear correlation A Mormality Test
= Browen - Forsythe's test meup characterization aelevene's test L& Mare Univariate cont stat MOne-way AMNOWA
< i | El

Then we insert component LINEAR CORRELATION again. We do not modify the default settings. We
see that the CRIME RATE variable is mainly correlated to the second cluster.
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{2 TANAGRA 1.4.16 - [Linear correlation 2]

EF\Ie Diagram Comporent  ‘Window  Help
E =%

Analysiz

CEX

= Dataset [tands.txt)
=X Define status 1
-7 WARHCA 1
= ¥4 Define status 2
# Linear correlation 1
= £% Define status 3

1# Linear correlation 2

I T
Cross-tab parameters
Sort results non
Input list  Target () and input (X}
Y X r r2 t Priz[t])
CrimeRate WiCHoa_1_1 0.0679 0,00 0,458 0.6503
*CnmeRﬂta WiCHoa_1_2 0.6502 0.4228 57414 0.0000
CrimeRate WiCHoa_ 1.3 -0.2182 0,088 -1.4856 0,143
CrimeRate WiCHoa_1_4 02315 0.0536 1,5963 01174
Computation time : 0 ms. =
Created at 25 /02 /2007 17:52: 16 |

Data visualization

Feature construction

Statistics

Feature selection

Components

Monparametric statistics Instance selection

Regression Factorial analysis

PLS Clustering Spy learning Meta-spy learning
Spw learning assessment Scoring hssociation
Z.‘:,Bartlett's test Z“* Brown - Forsythe's test i Fisher's test M Group charactenzation [ Gro
< | >

Dendrogram. Such as in the cases clustering, we can produce a tree diagram of the cluster
structure. We can see at each node the variables which are merged, the distance between the two

groups, and the aggregating index.

[ TANAGRA 1.4.16 - [VARHCA 1]

B Fle Diagram Component Window Help

B
dinalysis HTML €] Dendrogram D
(=) ] Dataset (tandd.txt
N f ! Hierarchical Variable Clustering Analysis -- Dendrogram
=t Define status 1
T ARHCA 1 7
¥ Define status 2
1# Linear carrelation 1 3
=¥ Define status 3 g
1# Linear correlation 2 -E 5
=]
(5]
@4
B
=
(=]
@ 3
o
c
8
a2
1
0 [ I l
Components
Data visualization Statistics Nonparametric statistics Instance selection Feature construction
Feature selection Regression Factorial analysis PLS Clustering
Spw learning Mheta-zpyv learning Spw learning aszeszment Scaring Azzociation

Z.\- Bartlett's test
":‘\ Brown - Forsythe's test

K3

ShFisher's test

m Group characterization

LfLinear correlation ﬂ Naormality Tes
LfiMore Univariate cont stat Ljh One-way ANC

EE Group exploration

s Levene's test

| 3

A low-level merging distance means that the merged groups are rather similar. Using the distance
between each stage of the dendrogram, we intuitively choose 4, 3 or 2 groups here.

Note that the subdivision into two groups is often not relevant. The merging distance is
mechanically large because it is the first partitioning of the variables.

7. mars 2007

Page 9 sur 16



Tutorial — Case study R.R.

Hierarchical Variable Clustering Analysis - Dendrogram

me
w

ster Combi

9]

Distance Cl

By clicking on the nodes of the tree, we can visualize the list of variables. We can thus follow the
aggregating process.

AGRA 1.4.16 - [VARHCA 1]
E File Diagram Component ‘Window Help -8 X

B

Analysiz HThL Dendrogram

= Dataset (tandé txt)

< ¥y Define status 1 Hierarchical Variable Clustering Analysis -- Dendrogram

Z}.‘. Bartlett's test

- Fishers test

m Group explaration

IaffLinear correlation

=i WARHCA 1 2
= ¥4 Define status 2
[# Linear correlati(
=- ¥4 Define status 3 6
[# Linear correlati( Aggreg. Distance 2.34
Merging Distance 0,49
2 E Local Var. Expl. (%): 73.42
Sl e
E Att.Name R-Square Corr
=
84 Southern 0.744 0.863
2 Morwhite — 0.694 0.833
=] Maleld-24 0.599 0.774
(=} Education 0.740 -0.860
& 3 FamIncome 0.730 -0.883
< IncUnderMed 0.848 0.921
B
[m]
2
1
ol 1 [ I l [ I.
< »
Caomponents
Data wisualization Statistics Monparametrc statistics Instance selaction Feature construction
Feature selection Regression Factorial analysis PL% Clustering
Spv learning Meta-spv learning Spw learning assessment Scoring hssociation

A Normality Test

’i“ Brown - Forswthe's test ﬂj Group characterization ’Z‘gLE\tene's test L it ore Univariate cont stat [||h One-weay ANV

< >

The selected groups correspond to white colored nodes.

Selecting the optimal number of clusters. TANAGRA selects 4 clusters in the VARHCA
approach. How it proceeds ?

The detection of the right number of clusters is an opened problem. | think the software must only
propose the most probable right number of clusters. Searching the “knee” in the explained
variation curve is a very popular approach. TANAGRA produces a table (DETAILED RESULTS
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Section) with the explained variation for each number of clusters, the angle between the semi
tangents at each point (in fact, the angle between the two interpolation lines). The right number of
clusters would be associated to area with a large value of this angle. The best solution is in green,
and the two following one are gray.

Detailed Results

Variation Explained and Determination of the Number of Clusters

# clusters War.Expl. Dif. Cos Angle H:::;g

1 56513 0.0000 0.0000 0.0000 0,0000
z 73558 1.7367 0.9975 0.0670 0.0823
3 §.8839 1.43565 0.9925 0.1199 0. 1671
4 10.0459 1.1650 0.9510 0.3142 0.1754
5 10,6582 0.6093 0.9955 0.0921 0.1362
3 11,1475 0.4593 1.0000 0.0023 0.0365
7 11,6340 0. 4864 0.9999 00160 0, 1047
g 12,1003 0. 4665 09566 10,2959 0, 1430
9 12,2426 0.1418 0.9931 0.1172 0. 1405
10 12,6066 0.2640 1.0000 0.0093 0.0435
11 12,7607 0.2541 0.9995 0.0200 0.0539
12 12,9938 0.2329 0.9754 0.2224 0.0303
13 13,0000 0.0064 0.0000 0.0000 0,0000

If we copy and paste the results in a spreadsheet, we can draw the curve, it seems the proposed
solutions are appropriate for this dataset. In order to avoid undesirable local variation, we compute
the moving average of the values on 3 points. The criterion is better smoothed.

Detailed Results

Variation Explained and Determination of the Number of Clusters

[ | |
# clusters Var.Expl. bl ™
1 E.6518 "__k__._,—o——*’_‘
2 7.3585 =
3 8.8839 o /
4 10,0489
5 10,6582 . // k
6 11,1475 L / \ d
7 11,634 s
a 12,1008 \
9 12,2426 4
10 12,6066 A
11 12,7607 8
1z 12,9936 ,
13 13 1 2 3 4 5 3 T 5 3 10 1" 12 13
| | | |

According to TANAGRA, the proposed optimal number of clusters are 4, 3 and 8. The user can check
these solutions with the domain knowledge.
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Detailed Results

Variation Explained and Determination of the Number of Clusters

# clusters Var.Expl. Dif. Cos Angle M::::g

1 B.6613 0.0000 0.0000 0.0000 0.0000
2 7.3888 1.7367 0.9975 0.0670 0.0623
3 55,6639 1.4955 0.9925 0.1199 0.1671
4 10,0459 1.1650 0.9510 0.3142 0.1784 4+
5 10,6582 0.6093 0.9955 0.0921 01362
& 11,1475 0.4593 1.0000 0.0023 0.0365
7 11,6340 0.4864 0.9999 0.0160 0.1047
g 12,1003 0.4668 0.9566 0.2959 0.1430
9 12,2426 01418 0.9931 0.1172 0.1405
10 12,5066 0.2640 1.0000 0.0093 0.0455
11 12,7607 0.2541 0.9993 0.0200 0.0839
12 12,9936 0.2329 0.9754 0.2224 0.0305
13 13.0000 0.0064 0.0000 0.0000 0.0000

User-defined number of clusters. In some situations, the user want to set the desired number of
cluster. To do that, we click on the PARAMETERS menu and modify the cluster selection option. We
insert the right number of clusters.

i TANAGRA 1.4.16 - [Linear correlation 2]
E File Diagram Component Window Help

E

Analyziz

Farameters | Repart

= Dataset [tandé.txt)
Clusters selection

O futomatic detection

Parameters...

=¥ Define

1 Lin Execute wput st @ User defined >

% Defing|  View

[f Linear correlatic - Search algatithm

N Initial & of clusters : 20 IZ]
£ >
Compone
Data wisualization IW ok ” Cancel ” Help ]
Instance selection Feature constructio
Regression Factorial analysis PLS
Clustering Spv learning Meta-spy learning
Spw learning assessment Scorng hszociation
% Rarklett's test T Rrrwn - Farouthe's test T Fisher's test 5

We obtain the following results.
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Cluster summary

Variation Proportion

Clust: # Memb
er embers Explained Explained

1 2 1.7459 0.5730
& 4, 7637 0,592

i 2.3843 0.7945

Total 5.8839 0.4834

Cluster members and R-square values

Own Hext

Cluster Members Cluster Closest 1-R* ratio
1 Unemp14-24 0.5730 0,002k 0. 1274
Urnemp36-39 0.8730 0.0805 0.1338

Z Southern 0.7671 01011 0,25%91
MonWhite 0.6595 0.0213 0.3169
Male14-24 0,5232 02473 0.6334
Education 0,754 0.1537 0,2429
Famlncome 0,735 0,537a 0, 5560
IncUnde rided 0.7862 0,3085 0.3107
Labor 00,2965 0.0030 0, 7054

Male 0, 1650 0.0104 0.5407

3 Expendal 0,9334 0.3017 0.0954
Expendba 0,920 0.3102 0,107z
FPopsize 0, 5249 0.00355 0.476%

VARKMEANS

VARKMEANS is a variable clustering approach based on the K-MEANS framework. The number of
clusters is fixed a priori. The "centroids" of the clusters is the first factor of PCA in our algorithm. In
the first pass, the groups are randomly built. Then, we associate each variable to the nearest
component. The "centroids" are refreshed and we check all the variables again. The algorithm
stopped when there is no modifications of the clusters' structure.

VARKMEANS produce the same report as the other variable clustering methods.

We add the VARKMEANS (CLUSTERING tab) after the DEFINE STATUS 1 component into the
diagram. We activate the PARAMETERS menu in order to specify the number of clusters. Other
parameters about the optimization process, the maximum number of iterations and the number of
trials can be also modified.

We click on the VIEW menu, the clustering process is started and the results are available in a new
window.
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% TAMAGRA 1.4.16 - [VARHCA 1]
B File Diagram Component ‘Window Help

H

Analysis
= Dataset (tandé.txt)
= &% Define status 1
=TH WARHCA 1
=% Define status 2
" Linear correlation 1
=% Define status 3
# Linear correlation 2

Execute
View

Data visualization Statistics

Featurs selection Regression

Spv learning eta-sp learning

T ARHAC
A CTP [0% K-fieans

&% Em-Clustering B Kohonen-SOM

HTRAL

Dendrogram

Cligta o e
VARCLUS -- K-Means
¢

Parameters Report
Computation parameters
cl Mumber of clusters : |4 «E_
@ Max iteration : |10 @
Trials : |5 =
Ok, ][ Cancel ][ Help ]
~
Components
Monparametric statistics Instance selection Feature construction
Factorial analysis PLS Clustering

Spv learning assessment Scaring Assaciation

EZNeighborhaad Graph
[ waRcLUS

9% Ean-setection

Fa v

[+% WVARKA ans,

We note that we obtain similar results to VARHCA approach. The variation explained is a little bit
small but the difference is not really significant.

Cluster characterization

Cluster summary

Variation Proportion

ChEiey HREmpE Explained Explained
1 4 3.1878 0.7398

2 4 3.1694 0.7399

3 z 1.7459 0.5730

| 3 1.7211 0.5737
Total 9.7843 0.7826

VARCLUS

VARCLUS is a top down approach which is similar to the SAS procedure. A detailed description of
the original approach is available here (http://www2.stat.unibo.it/ManualiSas/stat/chap68.pdf).

In comparison to the previous approaches (VARHCA and VARKMEANS), this method is much more
fast when the number of variables is large. The process stops when there is no relevant subdivision

of the groups.

Unlike the original procedure, we do not proceed to reassignment at each stage of the algorithm,
this operation being very (too much) time consuming. The hierarchical structure is thus not
preserved. For this reason, the tree does not correspond to a dendrogram, it details only the

succession of the splitting operations.

We add the VARCLUS component after DEFINE STATUS 1 into the diagram. We click on the VIEW
menu. The results are available with the standard presentation mode.
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i TAMAGRA 1.4.16 - [VARCLUS 1]

f File Diagram Component Window Help - 8 x
H %
Analysis Repart Splitting sequence
— TITESTTO BTEZET T 7T DT SEC T TG T T O =
a Dataset [tands.txt) #aximum number of the leaves in the search algorithm : 15 "
- %% Define status 1 User-defined number of clusters : 0
=-Th WARHCA 1 Mumber of clusters, if user-defined : 4
= %% Define status 2
# Linear correlation 1
=% Define status 3 . . 3
Py . Cluster characterization
# Linear carrelation 2
[+% WARKMeans 1
® Cluster summary
S
S Citen] HMebers] P el LAenonion
~ - - Explained Explained
.
1l 1 2 1.7459 0.8730
2 2 1.5136 0.7568
3 ] 4.4051 0.7342
4 3 2.3843 0.7948
Tatal 10.045% 0.7730
Cluster members and R-square values
Own Hext
-RZ rati
Cluster Members Cluster Closest 1-R? ratio =
Components
Data wisualization Statistics Monparametrc statistics Instance selection Feature construction
Feature selection Factorial analysis PLS Clustering
Spw learning earning Spv learning assessment Scaring #ssociation
AT AT HaC $% beishhorhood Graph
£ cTp |3 k-fheans B waRCLUS
]ﬁ{EM-Clustering B Kohonen-500m SV BRHCA
[FoEM-Selection B lvg [+% VaARKM eans

We obtain the same groups as VARHCA. In the SLIPPTING SEQUENCE tab, we can follow the
successive subdivisions of the variables. By clicking on the nodes, we can observe the local list of
the variables and their correlation with the latent factor.

ANAGRA 1.4.16 - [VARCLUS 1] | =l
EFiIe Diagram Component  Windaw  Help -8 %

=

Analysiz Splitting sequence

Report

= EE Dataset (tandd.txt
t ! Top-Down Variable Clustering

=K Define status 1 12
=TT VARHCA 1 "
=% Define status 2
#* Linear correlation 1 10 _:
=% Define status 2 El
#7 linear correlation 2 S oa
4 VAR eans 1 g,
[ WBRCLUS 1 g .
£,
E=
‘% 4
3
2
: [1
< |3 C

Components

Data visualization Statistics Monparametric statistics Instance selection

Feature construction Feature selection

PLS Clustering

Spw learning aszessment

Regresszion Factoral analysiz

Spu learning fieta-zpy learning

Scorng Azsociation

0T 2 Em-Clustering ARHAC B Kohonen-50m K& Neighborhood Graph A
&.CTP [9%Eit-Selection [6% K-hheans e lvg 3 WARCLUS [%y
< | »

N.B. : Be careful again, the level of the nodes does not correspond to aggregation distance here.
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Conclusion

Variable clustering is useful in various situations. It enables to summarize quickly the main
dimensions in a large dataset. It can be used also as a variable-reduction technique. The

interpretation of the groups is as easy as the interpretation of the factors of Principal Components
Analysis.
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