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DMD – Composition de l’équipe
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3 recrutements en 2025 

1 Poste de Professeur

1 Poste de Maître de Conférences

1 Chaire de Professeur Junior

Départ d’un collègue Professeur rentrée 2025



DMD – Thématiques de Recherches
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Apprentissage Automatique, Statistiques Représentation des connaissances 
et TAL

• Apprentissage Statistiques/Machine

• Quantification d’Incertitude et Fairness

• Optimisation et hybridation ML

• Modèles Physiques

• Représentation de documents, auteurs, 
graphes

• Recherche d’information

• Modélisation des interactions



DMD – Apprentissage, Statistiques, Optimisation
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Garanties : Performances et 
Fairness

Données Complexes et 
Modélisation

Transfert – Optimisation -
Industrie

Données ordinales, fonctionnelles
Clustering 

Détection d’anomalies

Données hétérogènes
Modèles de mélanges

CVaR
Fairness

Bornes en généralisation
PAC(-Bayes)
Incertitudes

Apprentissage par transfert
Approches Bayésiennes

Industrie énergétique

Optimisation combinatoire
Logistique



DMD – Représentation des Connaissances et TAL
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Représentations documents et graphes Modélisation des interactions

Apprentissage de représentation

• Factorisation de matrices (GVNR-t)
• Réseaux de neurones (IDNE, RLE)
• Cadre probabiliste (GELD)

Modélisation de la donnée textuelle 
sous forme de graphes

• Classification à l’aide de GNN 
hiérarchique

• Classification basée sur des graphes 
sémantiques

• Résumer avec des GNN récurrents 

Modéliser et capturer les interactions 
dans les réseaux de documents

• Modèles de réseaux interactifs : modèles 
à blocs stochastiques, une entité à
plusieurs groupes, amélioration des 
prédictions.

• Evolution de l’information (Proc. 
Dirichlet-Hawkes) : (i) identifier facteurs 
diffusion (ii) co-évolution des processus. 
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Détection d’outliers dans les données fonctionnelles
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• Travaux issus d’une collaborations industrielles avec une PME locale

• Collaboration entre deux laboratoires 



Détection d’outliers dans les données fonctionnelles
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Données 
• une donnée : x! = x!" t" , … , x!" t#! , … , x!

$ t" , … , x!
$ t#!

• une mesure dure de l’ordre de quelques dizaines de secondes, 
avec une acquisition des mesures à 100 Hz (n!~10%)

• chaque installation procède à plusieurs centaines de mesures 
chaque jour (1 ≤ i ≤ n, avec n~10& chaque année)

Problématique 
• Détecter des dysfonctionnements (rupture de capteur, ensablement, …)

Verrous scientifiques 
• Approche non supervisée
• Dimension des données
• Hétérogénéité des mesures (durée, poids, nb d’essieux…)



Détection d’outliers dans les données fonctionnelles
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Approches proposées 
• Données fonctionnelles : x!" t" , … , x!" t#! sont les observations d’une fonction x!" t ∈ L' 0, T

• Hyp 1 : ces fonctions sont approximables dans une base de fonctions finie dimensionnelle

x!" t ≈ c!( +9
)*"

+

c!)𝜑) t

Þ Réduction de la dimensionalité, suppression du bruit

• Hall et Delaigle (2010), Jacques et Preda (2014) : la notion densité de probabilité des x!" t peut 
être approchée par la densité de probabilité des c! = (c!(, … , c!+)



Détection d’outliers dans les données fonctionnelles
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A mixture model approach

Inspired by (Punzo & McNicholas 2016) we propose the
Contaminated-funHDDC (C-funHDDC†) model:

g(ci , ◊) =
Kÿ

k=1
fik [—kÂ(ci , µk , �k) + (1 ≠ —k)Â(ci , µk , ÷k�k)] ,

where
I —k the proportion of normal data,
I Â(·, µk , �k) the Gaussian density of mean µk and covariance

�k ,
I ÷k > 1 is a covariance inflation factor,
I ◊ = {fik , —k , µk , �k , ÷k}K

k=1 is the parameters to be estimated

†M. Amovin, I. Gannaz, J. Jacques. Outlier detection in multivariate
functional data through a contaminated mixture model. CSDA, 174, 2022.

Proposition d’un modèle probabiliste



Détection d’outliers dans les données fonctionnelles
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Estimation des paramètres du modèles
• Maximum de vraisemblance non explicite
• Deux types de variables manquantes : 

• Appartenance de chaque donnée à l’un des K clusters
• Classification de la donnée comme outliers ou non

• On propose un algorithme E-Conditional-M algorithm

C-funHDDC - ECM algorithm

We use the E-Conditional-M algorithm, which start with an
initialization ◊(0) of ◊, and iterates until convergence of the
log-likelihood:
I E step: compute

E [¸(◊, c, z, v)|c, ◊(q)]

which involves to compute E [zik |c, ◊(q)] and E [vik |c, ◊(q)]
I M step (a):

◊(q+1)
1 = argmax

◊1
E [¸(◊1, ◊2, c, z)|c, ◊(q)]

where ◊1 = (fik , µk , �k)1ÆkÆK
I M step (b):

◊(q+1)
2 = argmax

◊2
E [¸(◊1, ◊2, c, z)|c, ◊(q+1)

1 , ◊(q)
2 ]

where ◊2 = (—k , ÷k)1ÆkÆK



Résultats
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• 1 brevet : Brevet n° : FR3143115, 2024, Procédé et dispositif de pesée 
notamment pour la pesée de véhicules montés sur roues

• 1 publication (Q1)

• 1 docteur formé et embauché dans l’entreprise



Présentation équipe DMD

• Bilan de l’équipe (2019 – 2024)
• Contribution 1 :  Détection d’outliers dans les données 

fonctionnelles
• Contribution 2 : Compression des réseaux de neurones
• Trajectoire de l’équipe (2027 – 2031)

15



Compression des réseaux de neurones
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Modèles #Paramètres

BERT 110M

BERT-large 340M

GPT-2 1.5B

Vicuna 7B

Qwen 7B

LLaMA 65B

GALACTICA 120B

GPT-3 175B

PaLM 540B

• Contributions dans le cadre du projet ANR Diké

• Compression des réseaux de neurones à LLMs

Un nombre important et croissants de poids

Impact énergétique et écologique 

Compresser les modèles

Solution

Problème



Compression des réseaux de neurones
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Quantization

2.2 3.3 4.2 5.6 8.4

2 3 4 6 8

Deux méthodes étudiées

Pruning

Performances modèles compressés similaires aux modèles complets
Mais des impacts sur l’équité des modèles



Compression des réseaux de neurones

18

Language Model Quantization or 
Pruning

Stereotype Generation 

Biased Answer Selection

Language Modeling Score



Compression des réseaux de neurones
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Contributions : Compression et biais

Pas de différence significative

Différence significative

Modèle non compressé

+groupe ciblé t

Modèle compressé
+groupe ciblé t

<latexit sha1_base64="D6cJmj19bw9f1sUVf3K6Colr8s8=">AAADJ3icjVG7SsRAFD3G17q+Vi1tBhfBxiURWUUQFm22VHBVMBqScdRgNonJRBDxg/wTOzsfpZ02tlp6Z5wFn+iEJGfOvefM3HuDNApzadv3XVZ3T29ff2mgPDg0PDJaGRvfzJMi46LFkyjJtgM/F1EYi5YMZSS200z47SASW8HxqopvnYosD5N4Q56lYrftH8bhQch9SZRXCZqezZaYGwjpe/aeZLMdzJYN4nty1iDmuuWm5/wicGNx8oPGq1Ttmq0X+w4cA6oway2p3MLFPhJwFGhDIIYkHMFHTs8OHNhIidvFOXEZoVDHBS5QJm1BWYIyfGKP6XtIux3DxrRXnrlWczolojcjJcM0aRLKywir05iOF9pZsb95n2tPdbcz+gfGq02sxBGxf+k6mf/VqVokDrCoawipplQzqjpuXArdFXVz9qEqSQ4pcQrvUzwjzLWy02emNbmuXfXW1/FHnalYtecmt8CTuiUN2Pk6zu9gc67m1Gv19flqY8WMuoRJTGGG5rmABppYQ4u8r/CMF7xal9a1dWPdvadaXUYzgU/LengDBfmyjQ==</latexit>

H0 : ωt
0 → ω0 = ω

t
c → ωc

H1 : ωt
0 → ω0 ↑= ω

t
c → ωc

Hypothèse testée : si la compression a un impact uniforme, alors l’impact sur le score observé pour une
certaine communauté t après compression devrait être identique à l’impact sur les performances globales
du modèle, i.e., pas d’amplification du biais par compression.

The Other Side of Compression: Measuring Bias in Pruned Transformers
Irina Proskurina, Guillaume Metzler, Julien Velcin
In Advances in Intelligent Data Analysis XXI, Jun 2023



Compression des réseaux de neurones
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Modèle complet 4 couches supprimées

Nombre de groupes 
avec
une différence 
significative en terme 
de classification sur un 
total de 10 groupes

Hypothèse nulle rejetée



Compression des réseaux de neurones
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Biais : Classifier un texte neutre comme offensif Utilisation de Rationales

Alignement
annotation humaine 

et 
attention modèle

Ne prennent 
plus en compte 

le contexte 
pertinent



Compression des réseaux de neurones
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[0,0,0,…0.25,0,0,0.3,0..16,0]

…
[0,0,0,…1,1,1,1,0]

…

Aligner les annotations humaines 
avec les attentions du modèle

<latexit sha1_base64="QUpqQuBL9+bBN7z57ZZItps5x6c=">AAADEXicjVHPS9xAGH2bqvV3Yz32MrgUCoUlK2XbS0HqpQcPFroquLJMsqMGs0nITEqXJX+F/0lv3sRr/wDbY3uy/4VvxixordQJSb7vfe+9mW++ME9ibYLgZ8N7MjU983R2bn5hcWn5mb/yfEdnZRGpbpQlWbEXSq2SOFVdE5tE7eWFksMwUbvhyaat735RhY6z9LMZ5epgKI/S+DCOpCHU97d6Rn01461M60q8F7ey/vgmod2gqsRr0UtoO5D/4khjUnL6fjNoBW6J+0G7Dpqo13bmX6KHATJEKDGEQgrDOIGE5rOPNgLkxA4wJlYwil1docI8tSVZigxJ9ITfI2b7NZoyt57aqSPukvAtqBR4SU1GXsHY7iZcvXTOFn3Ie+w87dlG/Ie115CowTHR/+kmzMfqbC8Gh3jneojZU+4Q211Uu5TuVuzJxa2uDB1yYjYesF4wjpxycs/CabTr3d6tdPUrx7SozaOaW+KPPSUH3P57nPeDnfVWu9PqfHrT3PhQj3oWL7CGV5znW2zgI7bRpfc3/MAv/PZOvTPv3Lu4oXqNWrOKO8v7fg2IPLCE</latexit>

Loss = Losspred + ωLossattn

<latexit sha1_base64="Skpbbd8QbQc+QQynW7uBR+R28aw=">AAAC9XicjVHLSsNAFD3G97vq0k2wCG4sqYi6EUQ3LlwoWBVaKcl0qsE0E2Ymain5DXfuxK0/4FZ/QfwD/QvvTCOoRXRCknPPvefM3LlBEoVKe95rn9M/MDg0PDI6Nj4xOTVdmJk9UiKVjFeYiIQ8CXzFozDmFR3qiJ8kkvutIOLHwcWOyR9fcqlCER/qdsJPW/5ZHDZD5mui6gWvpvm17uwJpbJ6pxuQQSPL3E23GzJJyWUeaymSdlYvFL2SZ5fbC8o5KCJf+6LwghoaEGBI0QJHDE04gg9FTxVleEiIO0WHOEkotHmODGOkTamKU4VP7AV9zyiq5mxMsfFUVs1ol4heSUoXi6QRVCcJm91cm0+ts2F/8+5YT3O2Nv2D3KtFrMY5sX/pPiv/qzO9aDSxYXsIqafEMqY7lruk9lbMyd0vXWlySIgzuEF5SZhZ5ec9u1ajbO/mbn2bf7OVhjUxy2tTvJtT0oDLP8fZC45WSuW10trBanFrOx/1COaxgCWa5zq2sIt9VMj7Bo94wrNz5dw6d859t9TpyzVz+Lachw/KYaTq</latexit>

Losspred = cross-entropy
<latexit sha1_base64="Ty3sPSNmuZwWO4ZnkATn56+LV10=">AAAC+XicjVHLTttAFD24vEqBhrLsxiJC6ipyqoh2g4TopgsWVGogEkTReDIJo9gea2ZcEVn+EXbdVd32B9i2P4D6B/AXvTMxEjSqyli2zz33njNz58Z5Io2Not8LwbPFpeWV1edrL9Y3Nl82tl6dGFVoLrpcJUr3YmZEIjPRtdImopdrwdI4Eafx5IPLn34R2kiVfbbTXPRTNs7kSHJmiRo0OudWXNrySBlTDcpZwKzNqircD2chV4bMQyNTmTAt7bQaNJpRK/IrnAftGjRRr2PVuME5hlDgKJBCIIMlnIDB0HOGNiLkxPVREqcJSZ8XqLBG2oKqBFUwYif0HVN0VrMZxc7TeDWnXRJ6NSlD7JJGUZ0m7HYLfb7wzo79l3fpPd3ZpvSPa6+UWIsLYv+nu698qs71YjHCe9+DpJ5yz7jueO1S+FtxJw8fdGXJISfO4SHlNWHulff3HHqN8b27u2U+f+srHetiXtcWuHOnpAG3/x7nPDh522rvtfY+dZoHh/WoV/EaO3hD83yHA3zEMbrkfYVr/MSvoAy+Bt+C77PSYKHWbOPRCn78AWD/pp4=</latexit>

Lossattn = cosine similarity

Performances et fairness (Subgroup AUC) 
avec contrainte d’alignement
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DMD - Trajectoire
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Data Mining

Data Mining and Decision
(DMD)

Changement de nom 

Learning and Decision
(LeaD)

Fil conducteur actuel 

Transition 

Apprentissage Validation Aide à la décision

Machine Learning



DMD - Trajectoire
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Données complexes et 
hétérogènes

Apprentissage : frugalité –
transfert - renforcement Incertitude et équité

Graphes, Séries 
Temporelles et TAL

Données distribuées et 
confidentialité des 

données 

Alternatives aux modèles 
profonds

Apprentissage fédéré

Compression des modèles et 
biais

Apprentissage par 
renforcement 

Apprentissage par transfert

Bornes en généralisation

PAC(-Bayes), Prédiction 
Conforme

Fairness

Poursuivre les collaborations industrielles


